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Abstract

The energy balance of the Earth’s surface fundamentally defines the magnitude and amplitude of

different ecosystem’ state variables. Ecosystems are sensitive to present climate extremes, such as

heat waves. Moreover, such systems are at risk due to amplifications caused by climate change.

Inland waters are vulnerable systems with limited migration potentials. Likewise vulnerable are

urban areas, already home to the majority of the global human population trending upwards. In

this thesis, the energy fluxes and state variables within a pre-alpine river and the Viennese urban

canopy layer are analysed using numerical modelling to address the following key issues: How do

surface properties and vegetation affect selected state variables? Will the behaviour of the systems

change due to changes in climate? How are the living conditions of organisms affected? Long-term

meteorological measurements and campaigns were performed to collect data used to force and

evaluate the numerical models applied to the studied systems. Land cover and urban parameters

were calculated, land use scenarios developed to feed the models and simulate and analyse present

and future heat waves. Both environments are facing serious health threats. A shift of one fish

zone in Eastern Austrian rivers will pose a mortal threat to cold-water species. All energy fluxes

apart from the latent heat flux add energy to the water surface. Stream temperature minima

increase stronger than the maxima for all vegetation scenarios. Stream temperature maxima are

best reduced by dense shade, but the expected increase in air temperature cannot be compensated.

In urban systems, an increase in maximum urban canopy air temperature by 6.7 K is noted under

heat wave conditions. The radiation balance and sensible heat flux dominate the energy balance.

At night, heat stress can be reduced by up to 1 K using higher albedo and low thermal conductance

of urban materials. During daytime, shade is the most effective measure.
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Zusammenfassung

Die Energiebilanz der Erdoberfläche definiert grundlegend die Magnitude und Amplitude der

Zustandsvariablen verschiedener Ökosysteme. Diese reagieren empfindlich auf aktuelle Klimaex-

treme wie Hitzewellen sowie Klimaänderungen. Binnengewässer reagieren empfindlich sowie

haben begrenzten Migrationspotentialen. Ebenso anfällig sind städtische Gebiete, in denen bereits

die Mehrheit der Weltbevölkerung wohnt - mit steigender Tendenz. In dieser Arbeit werden die

Energieflüsse und Zustandsvariablen eines voralpinen Flusses und der Wiener Stadthinderniss-

chicht mittels numerischer Modelle analysiert, um die folgenden Fragen zu beantworten: Wie

beeinflussen Oberflächeneigenschaften und Vegetation ausgewählte Zustandsvariablen? Wird

sich das Verhalten der Systeme aufgrund von Klimaveränderungen ändern? Wie sind die Lebens-

bedingungen betroffen? Es wurden meteorologische Langzeitmessungen und Messkampagnen

durchgeführt um Daten zu sammeln, die zum Erzwingen und Bewerten der auf die untersuchten

Systeme angewendeten numerischen Modelle verwendet wurden. Landbedeckung und städtische

Parameter wurden berechnet sowie Landnutzungsszenarien entwickelt und als Eingabeparam-

eter verwendet um gegenwärtige und zukünftige Hitzewellen zu simulieren und analysieren.

Beide Systeme sind ernsthaft bedroht. In Gewässern kann eine Verschiebung um eine Fischzone

Kaltwasserarten in Ostösterreich verdrängen. Die Wassertemperaturminima steigen für alle Vegeta-

tionsszenarien stärker als die Maxima an. Jene Maxima werden am besten durch dichten Schatten

verringert, aber der erwartete Anstieg der Lufttemperatur kann dadurch nicht kompensiert werden.

Im städtischen System wird ein Anstieg der maximalen bodennahen Lufttemperatur um 6,7 K

festgestellt. Die Energiebilanz wird von Strahlung und fühlbaren Wärmefluss dominiert. Nachts

kann die Wärmebelastung durch höhere Albedo und niedrige Wärmeleitfähigkeit städtischer

Materialien um bis zu 1 K reduziert werden. Tagsüber ist Schatten die effektivste Maßnahme.
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1. Introduction and Motivation

1.1. The Earth’s surface – the structure of the atmospheric

boundary layer

The influence of the Earth’s surface on the Earth’s atmosphere is restricted to the lowest 10 km

of the atmosphere (the troposphere) (Oke, 1987). Within periods of about one day, the surface

influence is limited to the (planetary or atmospheric) boundary layer, which is spread much

less vertically and is well mixed through the process of turbulence. During daytime, sun-driven

thermal mixing (convection) results in an expansion of the boundary layer of up to 2 km. At night,

the surface cools faster than the atmosphere, causing the boundary layer to shrink in extent to

sometimes less than 100 m. The (turbulent) surface layer is subject to the most intense turbulence,

dependent on the surface roughness and convection. It can extend to about 50 m during the day,

but it shrinks to only a few metres at night. The roughness sublayer is dependent on the roughness

of the surface, and its height lies in the range of one to three times the height or spacing of ground

objects such as trees or buildings. The laminar boundary layer is non-turbulent and only a few

millimetres thick. It covers all surfaces and acts as a buffer between the actual surface and its

surrounding diffusive air.

Internal boundary layers can form between areas of distinct surface properties, whether this be

uniform vegetation stands or a homogeneous urban surface (the urban boundary layer). Between

adjacent objects where the distance is less than or roughly equal to their height, a canopy layer

forms which is dominated by the immediate surroundings. Canopy layers can be found within

tree stands as well as in urban areas (the urban canopy layer or “canyons” ). Finally, the boundary

layer includes “the uppermost layer of the underlying material (soil, water, building material etc.)

extending to a depth where diurnal changes of water and heat become negligible” (Oke, 1987).

1.2. Energy and mass exchanges, and balances

Energy in the Earth-atmosphere system mainly exists as radiant, thermal, kinetic or potential

energy and is continuously being transformed from one of these four forms into another (Oke,

1987). The exchange of energy between the Earth’s surface and the overlying atmospheric layers
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1. Introduction and Motivation

occurs through conduction, convection and radiation, which are described in more detail below.

For most natural systems, energy input and output can be only considered as balanced when

aggregated over long time periods, such as a year. For shorter periods, there is a significant

difference between the incoming and outgoing energy, which causes a change in the system’s

energy storage. This change can be an accumulation or a depletion. An accumulation in a soil-

vegetation-atmosphere system will most likely result in an increase in soil and/or air temperature

(Oke, 1987). Besides energy, mass is exchanged in the Earth-atmosphere system. Masses such as

water, carbon, nitrogen and other substances (including pollutants) are conserved at all times but

can be found in different states. For example, water can be present in gaseous, liquid or solid

form. Transport occurs via convection, precipitation, percolation and runoff, and the system’s mass

storage can be measured as changes of water content (air humidity, soil moisture) (Oke, 1987).

The surface energy balance is the balance between incoming and outgoing energy fluxes plus

energy storage changes in the upper ground layer with respect to the Earth’s surface. The major

energy fluxes are the radiation balance (absorption and emission of “natural” electromagnetic

radiation by the surface), the conduction heat flux (thermal conduction of heat energy from the

surface towards the ground), the sensible heat flux (turbulent transfer of heat energy towards

or away from the surface within the atmosphere) and the latent heat flux (turbulent transfer of

energy used for condensation of atmospheric water vapour onto the surface or the evaporation

of water stored in the soil). There can be additional sources, such as the waste heat of engines

(anthropogenic heat flux) or sinks and the metabolic heat produced by biological organisms.

Analogous to the mass balance is the balance between the incoming and outgoing mass fluxes plus

the mass storage changes.

Both the surface energy and mass balance vary with the magnitude of the input variables and

the surface properties, which determine the magnitude of the storage and output terms. The

main cycles are the cycles of solar energy (heat) and water (mass). This work focuses on the

energy rather than the mass fluxes. The surface heat and moisture fluxes modify the boundary

layer (Stull, 1988). The better the energy balance is known, the more precisely the state of the

atmosphere close to the surface (i.e. the 2-m air temperature) can be estimated. The state of

the near-surface atmosphere is of utmost importance because it directly influences chemical and

biological processes and thus surface life conditions at the microscale for plants (Larcher, 2001),

animals and humans (Fanger, 1970; Oke, 1987; Jendritzky, et al., 1990; Hoppe, 1993). These

conditions even affect the lifetime of pathogens, which increases with temperature, and thus the

spread of vector-borne and other infectious diseases (Cook, 1992).

The primary energy source for the whole atmosphere – solar radiation – is mostly transformed

at the surface; the energy that is transformed into latent heat stored in water vapour drives

atmospheric motions. Other particles which may subsequently act as cloud condensation nuclei

originate mainly in the boundary layer. However, around half of the kinetic energy of the

atmosphere is dissipated in the boundary layer (Stull, 1988). These and other processes in the

2
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1.3. Heat waves as a threat to organisms

boundary layer contribute to atmospheric processes at a synoptic scale and consequently also

indirectly influence life conditions. Therefore, the correct calculation of the surface energy balance

is an important feature of all weather forecasting systems (LeMoigne, 2018).

1.3. Heat waves as a threat to organisms

Heat waves present a specific meteorological situation. Heat waves mostly coincide with high-

pressure situations, undisturbed radiation and low wind speeds, and they further result in elevated

stream temperatures and low soil humidity. There are may ways to characterize a heat wave. The

method used in this thesis is by the number of Kyselý days, defined as the days of a heat-wave

period, which is specified as a period of at least three subsequent days with a daily maximum air

temperature greater than 30 ◦C that continues until the daily maximum air temperature drops

below 25 ◦C (Kyselý et al., 2000).

Global warming causes a rapid warming in the Arctic regions (Arctic amplification), which reduces

the temperature gradients between the Arctic and mid-latitudes. This effect is expected to result

in a wavier jet stream, which would allow weather systems to remain at the same location for

a longer period, thereby increasing the likelihood for extreme events such as floods, droughts

and heat waves globally (Petoukhov et al., 2013; Francis and Vavrus, 2015; Mann et al., 2017).

This process might also be supported by an increase in soil moisture forcing (Teng et al., 2019).

Moreover, the decline of the temperature gradient from mid-latitudes to the tropics would result in

an increasing height of the tropopause, which could foster a poleward shift of subtropical regimes

(Terzy et al., 2020). All these processes indicate a future increase in heat wave length and intensity

in Europe, in both rural (Gobiet et al., 2014) and urban areas (e.g. for Paris [Lemonsu et al.,

2013] and Vienna [Formayer et al., 2007]). For the 2015 heat wave, which is analysed in this

thesis, the resonance of the planetary waves may provide an explanation for the development of

this extreme event (Duchez et al., 2016; Kornhuber et al., 2017).

The living conditions and thermal comfort of both aquatic organisms and humans are highly

dependent on their own energy balance, which is the result of all incoming and outgoing energy

fluxes towards and from the organism’s skin. This energy balance causes different organisms’

bodies to heat or cool. Because water is highly conductive, the water temperature itself is the main

parameter that influences the body temperature of aquatic organisms. Consequently, for the river

system the stream water temperature was taken as an indicator for the quality of living conditions

and for any potentially lethal conditions for aquatic organisms (Melcher et al., 2015). Stream

temperature - an important factor influencing the physical, chemical and biological properties of

rivers and thus the habitat of aquatic organisms - is linked to climate. Consequently, freshwater

biodiversity is highly vulnerable to climate change, with extinction rates exceeding those of

terrestrial taxa (Heino et al., 2009). Stream temperature is highly correlated with the assemblages
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1. Introduction and Motivation

of fish and benthic invertebrates along the river course (Melcher et al., 2015). In particular,

the duration and magnitude of the maximum summer stream temperatures are the key limiting

factors for the occurrence of many fish species. High temperatures may produce high physiological

demands and stress while simultaneously reducing the oxygen saturation in the water column.

Together with the decreased oxygen availability, the increased metabolic requirements pose a

severe environmental challenge, which in the worst case produces lethal effects; the average

optimum temperature for cold water species is below 16 ◦C (Matulla et al., 2007; Pletterbauer et

al., 2015).

In recent decades, heat waves have also been recognized as a lethal threat to humans around the

world (McMichael et al., 2003; Valleron and Boumendil, 2004; Kim and Kyselý, 2009; Hutter et

al., 2007; Grimmond et al., 2010). Additionally, the combination of the elevated air temperature

during heat waves with high irradiation (Schreier et al., 2013; Otani et al., 2017), humidity

(Steadman, 1979a, b) or air pollution (Schnell and Prather, 2017) poses a threat to human health.

Air is less conductive, so in urban canopy systems, apart from air temperature, the radiation balance

and water vapour content of the air also play an important role in determining the organism’s

energy balance. Wind speed acts on the laminar boundary layer and helps to transfer warmed

air away from the skin. In practice, air temperature, air humidity, the mean radiant temperature

(MRT), which is a quantity that describes the short-wave and long-wave radiation balance of the

human body, and wind speed are the main indicators for the quality of living conditions in urban

systems. The Universal Thermal Climate Index (UTCI [◦C]; Fiala et al., 2001; Broede et al., 2012)

is a metric frequently used to summarize the effects of these four parameters. For example, the

UTCI is used by meteorological services to quantify outdoor human thermal comfort. It takes into

account whole-body thermal effects by utilizing a multi-node thermophysiological model. The

UTCI is derived from the air temperature, the water vapour pressure, the MRT at pedestrian level

and wind speed at 10-m height (Jendritzky et al., 2012; Weihs et al., 2012).

Generally, vegetation has different strategies to adapt during heat stress (Larcher, 1987). Plants

can change their optical properties (albedo) to reduce absorbance and increase reflection, thereby

altering the short-wave energy balance (Ehleringer, 1976). Furthermore, the thermal properties

of the plants’ environment can change due to dried surface soil layers and dry leaves, which

serve as an isolation layer. Another strategy is to change the geometric properties of vegetation

by alterations in leaf inclination and loss of leaves to reduce the received solar radiation. Some

plants react with increased evapotranspiration during heat episodes, while evaporation tends to

be limited during extreme heat due to saturated air or lack of available soil moisture (Hagen et al.,

2014; Trimmel et al., 2018a). High temperatures, high solar radiation and low soil humidity can

cause heat stress for trees, which can subsequently force them to modify their interaction with the

atmosphere (Penuelas et al., 2009). Increases in short-wave radiation caused by higher reflections

can also increase thermal stress for vegetation (Hillinger, 2017). Many species alter their optical

and thermal properties by changing their leaf colour and water content. In extreme cases, they

4
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radically change their canopy geometry by losing leaves (Teskey et al., 2015). Apart from their

biophysical properties, their biogeochemical properties can also change, that is, transpiration rates

adapt to the situation (Teskey et al., 2015). Extreme conditions can be lethal for many plants if

their adaptation possibilities are exhausted (Niu et al., 2015). In cases where no migration or

adaptation is possible because the changes occur too rapidly or more favourable climate zones

cannot be reached, the affected species can become extinct (Dullinger et al., 2012). These changes

directly affect the energy fluxes. Under such conditions, vegetation tries to negatively feedback the

temperature increase. However, during extreme stress the feedback stops, which further increases

temperatures. During such high temperatures, the emission of biogenic volatile organic compounds

(BVOC) can peak (Guenther et al., 1991). BVOCs can react with NOx and consequently facilitate

the formation of tropospheric ozone, which is toxic to both humans (WHO, 2006) and vegetation

(Fishman et al., 2010) and contributes to global warming because it acts as a greenhouse gas

(IPCC, 2013). An additional effect is that vegetation suffering from water deficit results in a

significant decrease in ozone dry deposition (Emberson et al., 2000; Lin et al., 2020). Thus, tree

stress can seriously affect air quality and human wellbeing (Vautard et al., 2005).

1.4. Research questions

The energy balance fundamentally defines the magnitude and amplitude of the ecosystems’ state

variables. According to IPCC (2007) ecosystems are vulnerable to these changes in state variables

depending on their level of exposure (e.g. location in an area of rapid climate change and an intense

urban heat island [UHI]), their sensitivity (degree to which the system is affected by atmospheric

changes) and their adaptive capacity (ability to adjust or cope with the impact). Ecosystems are

sensitive to existing environmental conditions such as heat waves or UHIs. Moreover, such systems

are at risk due to their amplification by climate change, which increases their exposure. Inland

waters are sensitive ecosystems, which react very directly to changes in air temperature, with only

limited adaptive capacity for the resident fauna due to restricted migration potentials. Urban areas

are already the home to a majority of the global human population, and this trend continues to

grow. This fact makes urban areas next to their high exposure also very sensitive.

∣∣∣∣ 5



1. Introduction and Motivation

This thesis focuses on the effect of surface energy balance changes during present and future

heat waves on riparian and urban ecosystems. The analysis is guided by following research

questions:

1. What are the surface energy balance and the surface energy heat fluxes of riparian and urban

systems during heat wave conditions?

2. How do changes in surface properties affect the energy balance and the selected state

variables of riparian and urban systems?

3. How does vegetation affect riparian and urban systems?

4. How is the behaviour of riparian and urban systems expected to change due to climatic

changes?

5. How are the living conditions of organisms affected?

To answer these overarching research questions, two case studies have been performed com-

bining measurements and numerical modelling. Both studies analyse the surface energy balance

changes caused by human planning measures and their effects on the state of the following surface

parameters: ground/water temperature, near-surface air temperature, humidity and the radiation

balance. Extreme heat wave events for present and future climates are chosen as the time periods

for both studies. Finally, numerical models have been validated with measurements and further

used for model simulations in both studies.

In the first study, the key analysed system is the water body in a pre-alpine Eastern Austrian

river, which in forested sections is highly influenced by the canopy layer and its state variable

water temperature. In the second study, the key analysed system is the urban canopy layer of the

Viennese urban agglomeration and its state variables canyon air temperature, radiant temperatures,

air humidity and wind speed. In addition, the energy fluxes and the energy balance of the urban

canopy layer, which determines which values are fed back to the atmospheric model, are charted.

In both studies, the effect of heat waves on organisms are investigated. For the riparian system,

aquatic organisms are identified as the most affected targets. For the urban system, the effect of

different urban configurations on the human population in the Viennese urban agglomeration is

analysed.

Within the dissertation period, a total of four first-author and nine co-author journal articles

were produced. In addition, six first-author posters and three oral contributions to national and

international conferences that address the research topics were presented. From this pool of

work, three first-author and three co-author journal articles were selected to be included in this

thesis, which focuses on the main research questions outlined above. The selected articles and

my own contributions to them are listed in Annex 1. These documents will be referred to as [Ax]

hereinafter.

6
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2. Methods

This section summarises the methods used in the scientific work of the dissertation. In addition

to literature research, the following steps were performed: the measurements needed for model

validation were taken, gridded static data (e.g. land cover, vegetation zone or soil classification)

and dynamic observational data (e.g. soil moisture, lateral boundary conditions of air/water

temperature) were prepared, land cover scenarios were developed and numerical simulations

were conducted.

2.1. Measurements and evaluation

For this thesis, the data necessary for site-level analysis and model evaluation was collected at 64

sites between 2012 and 2014 (Trimmel et al., 2017a). In the pre-alpine riparian systems studied,

the air temperature, air humidity and solar radiation were measured in vertical and cross-sectional

profiles in the riparian zone. Water temperature and light received by the river bed were measured

along the river covering 51 km. [A1] analyses a subset of these measurements: the hourly water

temperature for the medium-sized river Pinka during a heat wave at low flow conditions. The effect

of riparian shading on stream water temperature is also analysed in this study. The measurements

were subsequently utilized for evaluating the model Heat Source (see [A2]) . This deterministic

model includes, for example, the shading processes from topography, river bank and vegetation

and the reflections on the river surface and bed. Heat Source was updated, improved and tested

for application to Eastern Austrian lowland rivers. The Heat Source model is used to assess the

influence of meteorological components on stream temperature and simulation accuracy under

heat wave conditions. The forward propagation of measurement imprecision on simulated water

temperature was calculated. The total model imprecision caused by measurement errors of sky

obstructing elements (+1.24/-1.40 K) was found to exceed the error caused by measurement

errors of meteorological input parameters (+0.66/-0.70 K). The most important sky obstructing

elements are vegetation height and density. For the urban systems studied, the TEB (Town and

Energy Balance) model and the modelling platform SURFEX (Surface Externalisée), which are

described in Section 2.2 below, were used. The UTCI has been included in the TEB model to

provide standardized information about human thermal comfort for grid resolutions >100 m and

with highly parameterized building morphology.

∣∣∣∣ 7



2. Methods

Both models have been validated by the model developers (e.g. Masson et al., 2002), and the

model errors are found to be relatively small. The study of the urban system was focused on the city

of Vienna. Vertical irradiance and reflections (see [A4]), surface temperature and wind speed (see

[A5]) within one urban canyon were measured. To this end, eight air temperature and humidity

sensors were distributed in multiple street canyons to represent the different urban climate zones

of Vienna (see [A6] – Supplement A). In [A4], the potential increase of solar irradiation and its

influence on PV facades inside an urban canyon facilitated by increasing the ground albedo was

measured and simulated. Similar to riverine spaces, in urban spaces solar radiation fundamentally

affects living conditions of organisms. Apart from solar radiation, the long-wave radiation emitted

from urban surfaces plays an important role for human living conditions in urban areas. In [A5],

the surface temperatures of typical surfaces were measured to determine the absolute values and

spatial differentiation within an urban canyon.

2.2. Numerical models

The river and urban systems are both exposed to similar atmospheric conditions but have distinct

surface characteristics, which are caused by geometric, optical and thermal properties, along with

water availability and additional factors that differ between surfaces (Figure 2.1). To calculate the

effect of land cover changes and obtain reliable estimates of the surface energy fluxes and the state

of the atmosphere close to the surface, deterministic numerical models were utilised to resolve the

surface energy balance. In this thesis, specific models were used for each system studied.

The models can be applied in different configurations to answer different questions. For example,

they can be run stand-alone, in coupled modes and using different scales. Point, longitudinal,

2D and 3D microscale and 3D atmospheric models can be distinguished, and each type needs

different meteorological forcing. The point, 2D and 3D microscale models well resolve microscale

processes (1–100 m) and were used to capture the effect that the meteorological forcing and

changes in surface properties have on the near-surface conditions such as in the urban canopy

layer. The longitudinal stream temperature model captured the changes in energy balance caused

by meteorological forcing and changed surface properties, but also the advection of stream water

(500–100,000 m) and thus the influence of the upstream on the downstream. The 3D atmospheric

model includes the advection of air parcels and vertical mixing within the boundary layer to take

account of interactions between the surface conditions and the atmospheric layers above. In

coupled mode, the processes captured in both models are linked to improve the results.

Heat Source (Longitudinal)

For the river system, the 1-D energy balance and hydraulic model Heat Source (Boyd and Kasper,

2003), which was developed and is maintained by the Oregon Department of Environmental

8
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2.2. Numerical models

Figure 2.1.: Overview of the main energy fluxes and processes in two analysed systems

Quality (DEQ), was used to solve the energy balance equations for the water surface and determine

the stream water temperature. The short-wave energy balance was determined as the balance

between the incoming direct and diffuse short-wave solar radiation and the part of it that is

reflected from the Earth’s surface. The long-wave energy balance was determined as the balance

between the radiant temperature of the sky, clouds, surrounding objects and surface. All parts of

the radiation balance are found to be greatly altered by horizontal obstruction or shading, whether

these effects are due to topography, buildings or vegetation. The conduction heat flux in this case

was dependent on the heat gradient between the water temperature and the sediment. The latent

heat flux was determined using the Penman method (Penman, 1948) by taking into account the

difference between the saturated vapour pressure and the vapour pressure of the ambient air,

the wind speed, the horizontal obstructions, the radiation balance, the slope of the saturation

vapour versus air temperature curve, the density of water, the latent heat of vaporization and the

psychometric constant. The sensible heat flux was determined via the Bowen ratio approach by

multiplying the gradient between the temperature of the ambient air and surface temperature with

the psychometric constant and dividing it by the saturation-ambient vapour pressure difference.

The calculation of stream water temperature is dependent on not only the specific heat capacity

and mass of the medium water and the energy balance but also the advection defined by flow

velocity and river morphology. Heat Source was used in this thesis to calculate the energy balance

along the river surface and the stream temperature from near the source to the lower reaches.

Solar long-wave environmental irradiance geometry (SOLWEIG) model (3D microscale)

The solar long-wave environmental irradiance geometry model (SOLWEIG; Lindberg et al., 2008

2018) estimates the spatial variations of 3D radiation fluxes and MRT in complex urban settings.

The SOLWEIG model calculates the short-wave and long-wave radiation fluxes from six directions

and was used in this thesis to derive the MRT. The model ingests direct, diffuse and global short-
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wave incoming radiation, air temperature, relative humidity, urban geometry and geographical

information. Additional vegetation and ground cover information was utilized to improve the

estimation of MRT. In [A5], an improved prediction of wall and ground surface temperatures for

SOLWEIG is presented. For vertical surfaces, a parameterization based on global radiation instead

of solar elevation was implemented. For ground surfaces, a two-layer force-restore method to

calculate ground temperature for different soil conditions was included. As demonstrated in [A5],

the canyon air temperature was calculated using TEB methods, and a good agreement was found

between modelled and measured air temperature.

Surface Externalisée (SURFEX) model (2D)

For the urban system, different models have been used. In [A6], the complex land surface model

SURFEX (Boone, et al., 2017) was applied. SURFEX is a surface modelling platform developed

by Météo-France in cooperation with the scientific community. It is composed of various physical

models for natural land surfaces, urbanized areas, lakes and oceans. For each gridpoint, the energy

and mass fluxes for all occurring land surfaces are calculated and aggregated depending on their

spatial share. SURFEX was used in this thesis to jointly use below mentioned schemes together

with others on a two dimensional domain.

Interactions between soil-biosphere-atmosphere (ISBA) model (Point)

The interactions between soil-biosphere-atmosphere scheme (ISBA; Noilhan and Planton, 1989;

Mahfouf and Noilhan, 1996) computes the exchanges of energy and water between the soil-

vegetation-snow continuum and the atmosphere above. The force-restore method with three

layers for hydrology was employed (Bhumralkar, 1975; Blackadar, 1976) to obtain the prognostic

equations for the surface temperature and its mean value over one day. One energy balance is

considered for the ground-vegetation system. Heat and mass transfers between the surface and the

atmosphere are related to the mean values of surface temperature and liquid water, respectively.

The net radiation at the surface is the sum of the absorbed fractions of the incoming solar radiation

and of the atmospheric infrared radiation, reduced by the emitted infrared radiation. The turbulent

fluxes are calculated using the classical aerodynamic formulas. The sensible heat flux is dependent

on the difference between surface temperature and temperature at the lowest atmospheric level,

specific heat, air density, wind speed, and the drag coefficient depending on the thermal stability

of the atmosphere. The water vapour flux E is the sum of the evaporation of liquid water from

the soil surface and from the vegetation. Soil heat flux is characterized as the heat flow along the

thermal gradient. The soil thermal conductivity and heat capacity are functions of soil properties

and moisture. ISBA was used within this thesis to determine soil moisture and water vapour flux

on natural surfaces as precise as possible. Additionally, vegetation parameters derived from ISBA

10
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such as LAI were used.

Town and Energy Balance (TEB) model (Point)

The TEB model was specially designed by Masson (2000) to represent the exchanges between an

idealized urban canyon and the atmosphere. This model is based on the canyon concept, where a

town is represented with a roof, a road and two facing walls, which play a key role in the town

energy budget by trapping a fraction of the incoming solar and infrared radiation. All heat and

moisture fluxes over urban areas are calculated using an aerodynamic resistance (or conductance)

network approach. This approach utilizes the difference between the surface temperature of the

considered surface (roof, road, wall) and the air temperature (either above the roof or in the

canyon) and an exchange coefficient term. For horizontal surfaces, formulations that take into

account the vertical atmospheric stability effects are used. Heat conduction from the building

surface towards the inside is calculated using a finite difference method for the roof, wall and floor

surfaces separately. The building energy model (BEM; Bueno et al., 2012), which is coupled to the

TEB model, considers a single thermal zone, one thermal mass to represent the thermal inertia of

the materials indoors, the heat gains from solar radiation transmitted through glazing and internal

heat sources, infiltration and ventilation. TEB was used in this thesis to estimate air temperature,

MRT, wind speed and humidity varying with urban surface parameters within the urban canyon as

precise as possible.

Model of Emissions of Gases and Aerosols from Nature (Point)

The Model of Emissions of Gases and Aerosols from Nature (MEGAN; Guenther et al., 2012)

is a framework of mechanistic algorithms accounting for the main known processes controlling

the BVOC of vegetation. Its purpose is to estimate the fluxes of biogenic compounds between

terrestrial ecosystems and the atmosphere. Biogenic emissions are strongly dependent on the state

variables within the tree canopy, especially the incoming photosynthetically active radiation, air

temperature and soil humidity. MEGAN was used forced by SURFEX results in this thesis and

used to estimate whether during heat waves the emission of BVOC and potential interactions with

ozone formation can play a crucial role to deteriorate living conditions in the urban system.

2.3. Initial and boundary conditions

Generally, the performance and output precision of these models is mainly dependent on (1) the

initialization values and (2) the precision and correctness of the surface properties, which are also

frequently referred to as background estimates (Lahoz, 2010). The initialization values (i.e. soil

temperature, soil moisture) are derived from previous forecasts or observations. From this starting
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point, the air, water, wall or soil temperature is calculated for each consecutive time step.

Representation of surface properties

Each model requires information about the composition and texture of the simulated surface. In

this thesis, a basic parameter used for this purpose was the distribution of land cover types. The

available data sources were scoped, but an individual analysis was performed for the riparian

system to identify forests, agricultural surfaces and urban areas in great detail. Combining

information about future urban development new data sets were created to define the future land

cover distribution. Depending on the model employed, the surface can be described using different

properties, including optical (e.g. albedo, type of reflectance, emissivity), geometric (geographic

position and orographic height, inclination, river width, surface roughness, openness to sky: sky

view factor [SVF] or leaf area index [LAI], ratio of wall to horizontal surfaces) and thermal

properties (thermal conductivity and heat capacity), as well as water availability for evaporation

or transpiration. Additional information such as data on anthropogenic heat sources, parameters

for heating, ventilation and cooling (HVAC) systems, window fractions and more were collected.

This information was compiled from different raw data sources, the author’s own measurements

and relevant literature. Next, these data were processed, with any spatial or temporal gaps filled

if necessary, and then patched and corrected to derive continuous data. Finally, the data were

converted to the input format required by the model. For the SURFEX, TEB and MEGAN models,

different geoinformation (GIS) systems and custom scripts were developed to pre-process the

necessary geodata.

Meteorological forcing for present and future heat wave conditions

The objective of this section is to define the meteorological conditions for representative heat wave

events in the present and future climate.

River system: Here, stand-alone longitudinal simulations along the river centreline during present

and future heat waves were performed. To obtain data for present heat wave conditions, the INCA

(Integrated Nowcasting through Comprehensive Analysis; Haiden et al., 2011) data set, which

is based on observations, was used. Comparison with our on-site reference station indicated an

/textitR² of 0.99 and an RMSE of 0.67 K for consecutive hourly measurements during the summer

half year of 2013.

To obtain future meteorological conditions at the reference station, data were extracted from 25

km resolution runs of the regional climate model ALADIN (http://ensembles-eu.metoffice.com/,

driven by the global climate model ARPEGE; Déqué et al., 1994). The RCM runs were bias

corrected using the quantile mapping technique (Déqué, 2007) based on the E-OBS data set

(Haylock et al., 2008) and scaled. In a second step, the data were spatially localized to a 1 km

× 1 km grid encompassing the area under investigation utilizing the INCA data set. In a third
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step, the data were temporally disaggregated from a resolution of 1 day to 1 h. Temperature was

disaggregated based on the daily maximum and minimum temperatures using three piecewise

continuous cosine curves (Koutsoyiannis, 2003; Goler and Formayer, 2012). The temperature data

were elevation corrected with a lapse rate of 0.65 ◦C per 100 m.

Urban system: Here, different model configurations were used for both present and future heat

waves. First, the point model TEB and the 3D microscale models SOLWEIG were employed.

For the main analysis, the high-resolution 3D atmospheric WRF model was used in coupled

mode with TEB. Finally, TEB was integrated into the modelling platform SURFEX as a 2D model

for the inner WRF-TEB domain and used in stand-alone mode using WRF and WRF-TEB data

as meteorological forcing. For the heat wave with a 15-year return period for present climate

conditions (see [P6]), the atmospheric WRF model was utilized to downscale the ECMWF analysis

data set for present-day conditions (temporal resolution of 6 h, horizontal resolution of 9 km;

https://www.ecmwf.int/en/forecasts/datasets/set-i) via two intermediate nests (3 km and 1 km

resolution) using one-way grid nesting to a 333-m resolution domain covering the city of Vienna.

For the future heat wave, the lateral boundary conditions for a heat wave that fulfils the air

temperature criteria (41.3 °C average 5-day daily maximum air temperature) were taken from

a high-resolution regional climate scenario simulation. This simulation was based on the global

model GFDL-CM3 (Donner et al., 2011), which was forced with the RCP8.5 emission scenario and

downscaled with the WRF model (Michalakes et al., 2001) with an optimized set-up for the Alpine

region (Arnold et al., 2011).
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3. Results and Discussion

This chapter contains the synthesis of the main results of the selected research articles which

comprise this cumulative thesis.

3.1. Surface energy fluxes during heat wave conditions

1. What are the surface energy balance and the surface energy heat fluxes of riparian and urban

systems during heat wave conditions?

River system: In [A2], it is shown that both net short-wave radiation and evaporation are

the most influential components in the evolution of stream water temperature under heat wave

conditions and that both are subject to shading by topography and vegetation. During heat

waves, long-wave radiation and sensible heat flux are mostly positive, so evaporation is the main

energy flux that causes cooling of the surface. Typically, the primary input into the system is solar

radiation, which is transformed into the other energy fluxes. It was demonstrated that during

heat wave conditions the short-wave radiation balance contributed 64% of the total input, while

the long-wave radiation balance and sensible heat flux accounted for 11% and 25% of the total

energy input, respectively. Latent heat flux was responsible for 100% of heat loss from river water

(Figure 3.1). This process is caused by the high air temperatures in relation to the stream water

temperature. In riparian systems, where water is not a limiting factor, evaporative cooling can

reach its maximum (see [A2, A3]).

Urban system: In urban systems, due to the high sealing levels, evaporation capacity and thus

latent heat flux are very low. The main daytime heat fluxes considered in this thesis are the

long-wave and short-wave radiation fluxes (sum of fluxes in the order of 800 W/m²), the sensible

heat flux (in the order of 100–200 W/m²) and the conduction heat flux. The radiation balance is

increased during heat waves because of the high irradiation levels which are typically observed

due to clear-sky conditions under the prevalence of stable high-pressure areas. Over natural or

artificial soil surfaces, soil humidity and vegetation transpiration rates determine the latent heat

flux. The results indicate that the lower the latent heat flux is, the higher the sensible heat flux

becomes. Thus, when low surface soil humidity occurs during heat stress, it reduces the cooling

ability of the surface and can cause a further increase in air temperature close to the ground (see
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Figure 3.1.: Diurnal amplitude of all energy fluxes (green: latent heat flux, yellow: radiation balance, red: sensible
heat flux, purple: conduction heat flux) for an upstream (DFS 20 km) location and a downstream location (DFS 61
km) for no vegetation (V0) and maximum vegetation (V100) blue: stream water temperature for mean low flow,
blue dashed: mean low flow minus 15% (Figure 6, [A3])

[A6]). If high conduction heat flux is facilitated due to heat absorptive materials (e.g. traditional

massive brick buildings), this can cause a reduction of air temperatures at the beginning of the

heat wave, especially during daytime. At night, the building material radiates this energy back into

the canyons and urban boundary layer, which results in elevated minimum canyon air and radiant

temperatures. As the heat wave proceeds, the daytime benefits of these absorptive materials

diminish.

3.2. Influence of surface properties

2. How do changes in surface properties affect the energy balance and the selected state

variables of riparian and urban systems?

The energy balance of a surface is significantly determined by its optical properties, especially the

albedo, which alters the reflected portion of incoming radiation and thus the radiation balance (see

[A4]). This finding is in agreement with Trimmel et al. (2012). Furthermore, the energy balance

of a surface is substantially altered by its thermal properties, especially thermal conductivity and

thus conduction heat flux (see [A5]). This result is in agreement with earlier findings regarding

green roofs (Scharf et al., 2012) and buildings (Trimmel et al., 2018c). The energy balance of a

surface can be significantly altered by latent heat flux. The amount of latent heat flux depends on
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water availability, radiation balance, wind speed and air temperature. For water surfaces, water

availability is not a limiting factor, and the influence of the other energy fluxes could be studied

(see [A2, P3]). Primarily, water temperature was found to be highly sensitive to the presence,

density and height of riparian vegetation (see [A2]), so these parameters were determined as

precisely as possible (see [A2, A3]). For land surfaces, the soil moisture availability plays an

important role (Trimmel et al., 2012 2018c; [A6]). Urban thermal comfort was found to be very

sensitive to the surface properties dominant in an urban open space (see [A5]). This result is in

agreement with earlier findings from Trimmel et al. (2012) and Hagen et al. (2014). Therefore,

for [A4, A5 and A6], the parameters were also defined as precisely as possible.

River system: In riverine systems, geometric aspects such as riparian shading by topography and

trees are of great importance (Figure 3.1, 3.2). They influence the radiation balance by limiting

the amount of incoming solar radiation and also reduce the long-wave radiation loss. Moreover,

shading obstacles reduce the turbulent exchange with the air above the canopy, which leads not

only to a reduced heating of the canopy air temperatures during the day but also a reduced cooling

of the canopy air temperatures at night, in comparison to the conditions outside the canopy. This

canopy thermal environment is propagated to the stream temperature. In the case of missing

shade, the diurnal amplitude is more pronounced during heat waves. This effect was evident

in the analysed system, where the water temperature differs by about 3 K between shaded and

non-shaded rivers.

Urban system: In the urban canopy system, the main state variables affecting living conditions are

MRT, air temperature, humidity and wind speed. All these variables are highly dependent on the

surface properties of an urban structure. Wind speed is influenced by the geometry (orientation,

SVF), humidity by the available moisture and turbulent exchange facilitated by urban geometry,

MRT within the canyon by the thermal and optical properties of the ground and wall, and the

urban geometry and air temperature by all the above-mentioned parameters.

Changes in sealed and built area

The most effective human actions that can change the energy balance by altering surface properties

in the urban canopy system are the sealing of unsealed surfaces and the construction of buildings.

Strongly sealed but sparsely and low-built areas, such as the industrial areas in the south-east of

Vienna, heat up as strongly as the centre during daytime, but cool down more than the centre at

night. Thus, the centre stays warmest at night. Compared to the dry rural surroundings during

heat wave conditions, the daily amplitude is damped for all subregions (see [A6]). The larger the

urban area, the higher the difference in near-surface air temperature between the urban centre and

rural surroundings (UHI intensity), both during the day and at night (Table 1). To study this effect,

three scenarios were analysed. First, a reference scenario (“R”), which assumes a present-day
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urban area. Second, an urban sprawl scenario (“S”), where the urban area is spread beyond

the current extent towards a potential maximum level driven by population growth without any

change in urban materials. Third, an optimized (“O”) scenario, which indicates the minimum

extent achievable assuming the same population growth combined with increases in albedo and

reductions in the thermal conductivity of urban materials. “R” exhibits a smaller UHI intensity

than “S”. The denser the building structure, the more the daily amplitude is dampened, similar to

a low-pass filter. For a densification of the building fraction of the “industrial” and “low-density

residential” urban areas from 16% and 22% respectively to 24.2% without a change in building

height (11 m on average), a mean increase in minimum air temperature of 0.1 K and 0.6 K

in minimum MRT was simulated during an extreme heat wave (see [A6]). Assuming a higher

increase in fraction of the built area (+25%) for the category “compact low rise”, which is a

subcategory of “low-density residential”, next to the increase of the minima, a reduction of canyon

air temperature of up to 1 K was simulated (Trimmel et al., 2017b).

Changes in material properties

In [A4], the effect of albedo changes in a 15-m wide street canyon were measured and simulated.

The results demonstrated an increase of about 0.13% vertical irradiance for local albedo changes

from 0.13 to 0.77. In [A6], local street and facade albedo increases of 0.14 and 0.2 respectively to

0.3 and a roof albedo increase from 0.15 to 0.68 indicated a reduction in the maximum canyon air

temperature during heat wave conditions of 0.2 K. The maximum MRT, however, was increased

by 2.3 K due to the higher reflection. At night, both air temperature and MRT were reduced.

Other studies have found that albedo can reduce the air temperature during daytime by around

1 K (Weihs et al., 2018; Žuvela-Aloise et al., 2018). In [A5], it is shown that using different

surface wall and ground configurations a decrease of about 1.5 K in both the maximum canyon air

temperature and the human thermal comfort index UTCI can be achieved.

In this regard, changes in thermal conductivity showed the greatest effect. If the thermal

conductivity of buildings was reduced, as demanded by the zero-energy standard in the Energy

Performance of Buildings Directive (http://data.europa.eu/eli/dir/2018/844/oj), the canyon air

temperature increased during the day (up to 1.5 K compared to the current standard construction),

but it was also reduced at night [A6]. This result is in line with the pre-study by Trimmel et al.

(2017b). This effect reduces the UHI at night, but increases it during the day. During the course of

the heat wave, the canyon air temperature decreased more strongly each night compared to the

reference scenario (see [A6 – Figure 9]).
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MIN MAX

1988-2017 2036 - 2065 delta 1988-2017 2036 - 2065 delta

ur/ru(ur-ru) ur/ru(ur-ru) ur(ur-ru) ur/ru(ur-ru) ur/ru(ur-ru) ur(ur-ru)

R 24.8/21.8(3.0) 28.0/23.4(4.6) 3.2(+1.6) 34.2/34.5(-0.4) 40.9/42.5(-1.6) 6.7 (-1.3)

S 25.2/22.0(3.2) 28.2/23.4(4.8) 3.4(+1.6) 34.2/34.6(-0.4) 40.9/42.5(-1.6) 6.7 (-1.2)

O 24.0/21.5(2.5) 27.4/23.5(3.9) 2.6(+1.4) 33.9/34.5(-0.6) 40.6/42.4(-1.7) 6.5 (-1.1)

Table 1: 2 m air temperature minima/maxima ◦C for statistically selected heat waves with a 15

year return period for present and future mid century climate conditions for Viennese central

districts (ur) and an rural reference area (ru) of 9 km² for actual urban configuration (R), an urban

sprawl scenario (S) and an optimized scenario with increased building density, higher albedo and

improved insulation (O).

3.3. The effect of vegetation on energy balance during heat

waves

3. How does vegetation affect riparian and urban systems?

River system: In [A3], tree stands considerably alter the surface energy fluxes depending on their

height and density (Figure 3.2). Thus, vegetation can strongly reduce the short-wave but also

long-wave radiation balance received by the ground or water surface by reflection on different

height levels above the ground. Furthermore, forests impede the long-wave radiation loss during

the night. The sheltering from trees reduces the turbulent air exchange and turbulent heat fluxes

(see [A2, A3]). Thus, the trees effectively dampen temperature extremes within their canopy.

Measurements in [A1] indicated that stream temperature directly responded to air temperature,

cloudiness and riparian shade. A downstream warming of 3.9 K was observed in unshaded areas,

whereas a 3.5 K downstream cooling was recorded in shaded areas.

Urban system: The ratio of vegetated surfaces versus sealed and built areas is very important

for the energy balance of urban systems and is a key factor to understand the change of 2-m air

temperature in urban agglomerations (see [A6]).

Effects of Evaporation

Evaporative cooling is strongly dependent on available soil moisture. In the studies conducted in

this dissertation, the changes caused by local extensive green roofs to the canyon air temperature

are marginal (see [A6]), which is consistent with prior research (e.g. Hagen et al., 2014). Moreover,

the cooling effects decline when the available water in the roof substrate is fully consumed towards

∣∣∣∣ 19



3. Results and Discussion

Figure 3.2.: The effect of the vegetation scenarios of maximum vegetation height (VH100) and 50% vegetation
height (VH50), natural dense vegetation (VD90), natural light vegetation (VD70), sparse vegetation (VD50), V0 (no
vegetation) and STQ (actual vegetation) on the diurnal amplitude of water temperature and the air-temperature-
dependent energy fluxes long-wave radiation, sensible and latent heat fluxes for the 20-year return period events of
the final day of the climate periods centred on 2085 for mean low flow conditions (MLF) for an upstream location
(DFS 20 km) (Figure 7, [A3]
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the end of the heat wave and the latent heat flux seizes (see [A6]). The literature indicates that

within the street canyon, evapotranspiration has a more notable effect. Especially the maximum air

temperatures at street level can be reduced by the unsealing of urban surfaces and the associated

evaporative cooling (Hagen et al., 2014). The maximum cooling generated during heat wave

conditions caused by the evapotranspiration of city-wide vegetation (not shading) within the city

modelled by deMunck et al. (2018) varied between 0.5 and 2 K. This range lies far above the

0–0.2 K simulated local effects of green roofs established by [A6].

Effects of Shading

Trees within urban canyons help to reflect the major part of short-wave radiation at the top of

the canyon instead of allowing it to enter and heat the canyon surfaces. Thus, (tree) shade is a

fundamental method to reduce MRT and thus improve human thermal comfort during the clear-sky

conditions throughout heat wave periods. In two pre-studies (Trimmel et al., 2012; Hagen et

al., 2014), tree plantations showed the greatest effect for urban spaces (compared to lawn and

water surfaces), especially in areas shaded by the trees. Moreover, the relative position of the

green/water areas and the trees was not irrelevant for their microclimatic influence (Trimmel et

al., 2012). Although the influence of tree shade on wall, road and canyon temperatures is not

considered in [A6], the main influence of tree shade is demonstrated, namely the reduction of

direct radiation, by presenting the MRT in the sun and shade. By using this tree shade proxy, a

difference of 25 K between sun and shade was simulated. Wang et al. (2018) simulated the effect

of radiative cooling (not evapotranspiration) of trees in the built environment of urban areas in

the contiguous United States and found an average decrease in near-surface air temperatures of

3.1 K. The authors demonstrate that trees not only reduce incoming solar radiation during daytime

but also increase radiative cooling at night. The conduction heat flux is reduced in intensity in the

shaded areas. The evaporative and shading effects of urban trees simulated together on confined

open spaces at a local scale led to a reduction of up to 3–9 K in air temperature in the pre-study by

Loibl et al. (2014).

3.4. Expected changes due to climatic changes

4. How is the behaviour of riparian and urban systems expected to change due to climatic

changes?

River system: For an air temperature change of 2 K, we modelled a 1.3 K change in water

temperature for unshaded reaches, but lower effects for shaded reaches (see [A1]). Daily variations

were also (up to 4 K) lower in shaded reaches (see [A1]). In the analysed riparian system, the

minimum temperatures are expected to increase more than the maximum temperatures (see [A2]).

Shading measures have the greatest effect on the maximum temperatures (Figure 3.3). This
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Figure 3.3.: Correlations between water temperature and the daily (a) mean, (b) minima and (c) maxima air
temperatures for the 1a, 5a, 20a and Max episodes of the climate periods centred at 2030, 2050 and 2085 for existing
vegetation (STQ), no vegetation (V0), vegetation height of 50% (V50), vegetation of 70% density (V70) and full
vegetation (V100) reported with the squared Spearman rank correlation coefficient. ANCOVA showed significant
interactions between vegetation and air temperature (p < 0.001) (Figure 8, [A3])
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outcome indicates the following dilemma: even if the shading is effective at present, elevated

temperatures in a warmer world could cause river warming to levels lethal to the many occurring

fauna. Vegetation could reduce stream temperature during heat waves when conditions of high

solar radiation predominate. Even when the maximum vegetation extent with the maximum height

and density including plantations and replacement plantings was assumed, the additional riparian

vegetation was found to be unable to fully mitigate the expected temperature rise caused by climate

change. However, during extreme heat waves, maximum stream temperatures could be reduced

by 2.2 K and mean temperatures by 1.6 K. The removal of existing vegetation amplified stream

temperature increases and could cause an increase of maximum and mean stream temperatures by

1.8 and 1.3 K, respectively, in comparison with the status quo vegetation scenario. With complete

vegetation removal, maximum stream temperatures in annual heat events at the end of the century

could increase by more than 4 K compared to present levels. Daily amplitudes were found to be

reduced by riparian vegetation, and the timing of the peak temperature was delayed by about 1 h.

A reduction of vegetation density by 20% was found to cause a similar effect to a 50% reduction

of vegetation height. Vegetation was able to reduce maximum temperatures more effectively on

an absolute scale but also reduced the trends significantly compared to the no-vegetation scenario.

The minimum temperatures were found to increase most.

Urban system: The air temperature calculated for selected subregions of Vienna increases by up

to 7 K for the maximum canyon air temperature and by 2 to 4 K for the minimum canyon air

temperature for the actual and future heat waves (see [A6]). Both heat waves are characterized by

multiple Kyselý days (Kyselý et al., 2000) and tropical nights (Tmin >20 ◦C). Both cases exhibit a

strong increase in maximum canyon air temperature during extreme heat waves compared to the

mean annual air temperature increase of 3.5 K published by Gobiet et al. (2014), which also refers

to the A1B instead of the more extreme RCP8.5 emission scenario (IPCC, 2013). It is interesting to

note that the projected up to 7 K increase in maximum canyon air temperature (Figure 5, [A6])

is twice as large as the increase projected for the mean annual temperature in Austria (3.5 K),

while the minimum canyon air temperature was projected to increase by the same magnitude as

the mean annual temperature. As a result, the daily temperature range is projected to increase.

Such an increase in daily temperature range was also found by Cattiaux et al. (2015), and it

could also be partly attributed to the decreasing surface evaporation due to soil moisture depletion

predicted for future European summers (Jasper et al., 2006). This process disproportionately

affects rural regions, which are even more severely affected by reduced soil moisture than urban

areas with high sealing fractions. Moreover, a decrease of soil moisture was also simulated in this

thesis. Dryer soils have a lower heat capacity and can cool more strongly than wetter soils. This

effect relates to the high values of maximum air temperature in the rural subregion during the

day as well as the low values of minimum air temperature during the night. Furthermore, this

explains the increase in nocturnal canopy UHI, which is expected to increase from 3 to 4.6 K by
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mid-century and is caused by the smaller increase of minimum temperatures in the rural areas

than within the city. The nocturnal UHI for an urban sprawl (S) scenario was slightly increased

by 0.2 K compared to the reference scenario. The nocturnal UHI of an optimized material usage

scenario (O) was reduced by 0.7 K (Table 1). The actual and future UHI was dominated by the

mesoscale thermal regime. The future UHI was affected by high temperature reinforced by dry

fields in the surroundings, a process known to occur during heat waves (Fischer and Seneviratne,

2007; Hartmann, 1994). Fischer and Seneviratne (2007) analysed soil-atmosphere interactions for

the 2003 summer heat wave in Europe and found that the precipitation deficits, early vegetation

growth and positive radiation anomalies preceding the heat wave contributed to the rapid loss

of soil moisture. Zampieri et al. (2009) demonstrated that drought in the Mediterranean region

can favour heat wave conditions in Europe at a continental scale due to changes in atmospheric

circulation and hot air mass advection. This finding suggests that soil moisture deficits ought to be

reduced by suitable methods on a continental scale rather than only at a regional scale. Duchez

et al. (2016) and Kornhuber et al. (2017) identify a stationary jet stream position, caused by

global-scale circulation patterns, that coincides with observed European temperature extremes,

including the 2015 heat wave event.

3.5. Influence on living conditions

5. How are the living conditions of organisms affected?

River system: Global warming has already affected European rivers and their aquatic biota, and

climate models predict an increase of temperature in central Europe across all seasons. In [A3], the

impact of expected changes in heat wave intensity during the twenty-first century was simulated

for a pre-alpine river. The modelled stream water temperature increased less than 1.5 K within the

first half of the century. During the second half of the century modelled here, a more significant

increase of around 3 K in minimum, maximum and mean stream temperatures was predicted for

a 20-year return period heat event. Riparian vegetation would be able to mitigate 1 to 2 K of

this increase, while the removal of such vegetation could lead to an increase of more than 4 K

for maximum stream temperatures in annual heat events. Such a dramatic water temperature

shift, especially in summer, would indicate a total shift in aquatic biodiversity. The result indicates

clearly that in a highly altered river system, riparian vegetation cannot fully mitigate the predicted

temperature rise caused by climate change but would be able to reduce the water temperature

by 1 to 2 K. Conversely, the removal of riparian vegetation amplifies stream temperatures. The

results demonstrate that effective river restoration and mitigation require re-establishing riparian

vegetation. These findings also emphasize the importance of land-water interfaces and their

ecological functioning in aquatic environments.

As [A3] shows, it is highly likely that during extreme events a stream temperature increase
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3.5. Influence on living conditions

of 2 K will be exceeded during this century. Such an increase corresponds to the magnitude

of the temperature differentiation of fish zones, particularly for the occurrence of native cold-

water-preferring and warm-water-preferring fish species ((Pletterbauer et al., 2015). At a stream

temperature of 20 ◦C, cold-water-adapted species begin to experience temperature-induced

mortality (Melcher et al., 2014; Schaufler, 2015). During a simulated annual heat wave event in

the period 2016–2035, this threshold was never exceeded in the uppermost stream region (DFS 13

km), which is currently populated by the cold-adapted species brown trout (Guldenschuh, 2015).

At the end of the century, during a heat wave event of a 20-year return period, the threshold

would likely be exceeded for 72 of 120 h. At the lower boundary of the trout zone (DFS 20

km), the 20 ◦C mark was exceeded for 70 of the 120 h during heat waves at the beginning of

the century. However, riparian vegetation shade could reduce this period to 9 h. Nonetheless,

the mitigation possibilities of vegetation are limited and cannot fully compensate for the whole

predicted temperature rise. At the end of the century, in heat waves of a 5-year or shorter return

period, even if maximum vegetation was assumed, it was found that the 20 ◦C mark is likely to be

exceeded during the whole heat wave event.

Urban System: [A6] concludes that rising air temperatures will represent an unprecedented heat

burden for the Viennese inhabitants, which cannot easily be reduced by measures concerning

buildings within the city itself. This heat burden is mainly caused by the expected increase in the

maximum canyon and minimum air temperature, which is directly related to the corresponding

increases simulated by the global and regional models. Comparing the periods 1988–2017 and

2036–2065, the expected absolute increases of the minimum and maximum air temperature in the

central districts of Vienna lie at 2.6–3.4 K and 6.5–6.7 K, respectively. The study results indicate

that the most effective measure to reduce maximum air temperature spikes is to increase the

albedo of urban roofs. Within the canyon, the already high radiation balance during heat waves

is further elevated to critical values. The albedo within the urban canyon should not exceed

0.2/0.3 because additional solar reflections can lead to negative effects on thermal comfort, which

is consistent with the findings of Weihs et al. (2018). The most effective measure identified to

reduce the minimum air temperature was to decrease thermal insulation. However, this action

shows negative effects during daytime as the conduction heat flux is suppressed, while surface

temperatures, long-wave radiation and the sensible heat flux all rise, which negatively affects

living conditions within the canyon. [A6] showed that by changing both the above-mentioned

surface parameters, the minimum canyon air temperature can be reduced by up to 0.9 K and

the maximum canyon air temperature by 0.2 K. Wall temperatures can be increased by up to 10

K and MRT by 5 K. The maximum UTCI is expected to change during the extreme heat waves

projected for the climate period 2036-2065, from strong (32–38 ◦C UTCI) to very strong (38–46
◦C UTCI) heat stress. This finding is in agreement with other studies regarding future human

thermal comfort. For example, Muthers et al. (2010) projected that heat-related mortality could
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3. Results and Discussion

increase by up to 129% in Vienna by the end of the century if no adaptation occurs. In addition,

Matzarakis and Endler (2010) demonstrated an increase of days with heat stress in the order of

5% per year.
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4. Summary and Outlook

The main findings regarding the research questions addressed in this thesis are summarized below.

What are the surface energy balance and the surface energy heat fluxes of riparian and urban

systems during heat wave conditions? Within this thesis, it was found for both riparian and urban

systems that during heat waves the sensible heat flux contributes to a larger extent to the surface

energy balance than during non-heat wave conditions. While the riparian system dissipated heat

via the latent heat flux, the urban canopy system dissipated heat via reflected radiation and the

sensible heat flux.

How do changes in surface properties affect selected state variables of riparian and urban systems?

Changes in horizontal obstruction by topography, buildings or vegetation dampen the diurnal

amplitude in both systems, which is critical because the daily minima are increased. Changes in

albedo can decrease the air temperature but also increase MRT during the day. Changes in thermal

conductivity reduce the conduction heat flux and increase the sensible heat flux during the day,

which leads to higher air temperatures. At night, the reduced heat storage results in lower air

temperatures in the canyon.

How does vegetation affect riparian and urban systems? In riparian systems, vegetation mainly

affects air temperature via its geometry by providing shade from solar radiation as well as shelter.

Consequently, long-wave radiation cooling by night and turbulent exchanges are impeded. Trees

can help to reduce the solar radiation entering the street canyon and are thus a very important

measure to reduce both MRT and air temperatures within the urban canyon. Green roofs can

help to reduce the air temperatures via evaporation and albedo increases at roof levels, which are

eventually advected and mixed with the canopy air.

How is the behaviour of riparian and urban systems expected to change due to climatic changes?

Climatic changes are expected to aggravate the situation in both systems. For the analysed riparian

system, it was found that the stream temperature minima will rise faster than the daily maxima.

This increase is strongest for the no-vegetation river scenario. For the analysed urban canopy

system, it was determined that the benefit of optimized urban materials compared to regular

materials is tending to decline. In addition, the nocturnal difference between urban and rural
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regions is increasing due to the expected dry conditions in rural areas, resulting in stronger cooling.

How are the living conditions of organisms affected? In both studies, a shift in climatic zones is

predicted. In the riparian system, a 2 K shift and the exceedance of the 20 ◦C mark in stream

temperature will drive out cold-water-adapted species from the river Pinka. The urban canopy

systems will experience an increase in air temperature by 7 K during day and up to 4 K at night,

which will pose a critical threat to the inhabitants not adapted to these increases. It is also possible

that heat waves and their corresponding effects on tree stress and BVOC emission might impair

human health due to elevated ozone concentrations.

The key methods to reduce the strain on living organisms during heat waves in both river and

urban systems are to prevent solar radiation from entering the respective system and to prevent

heat being stored within the system. A common method to reduce the temperatures in both

systems is to provide shade. For the riparian system, not only shade directly on the water body

but also increased shading of the ground within the catchment area can reduce the ground water

temperature, increase soil moisture content and decrease near-ground air temperatures, which

affect the water body. For urban areas, shading within the canyons provides direct reduction of

MRT, which is the dominant factor of thermal discomfort during summer days. Furthermore,

shading, like albedo and insulation increases, reduces the heat uptake of building material. In

addition, shading in the rural and suburban areas surrounding the city can help decrease the

temperature of the advected air. Vegetation shade generates all the benefits that shading by

buildings would yield, but without the negative effects of either heat storage in the system and

subsequent higher minimum temperatures or heat rejection within the system and subsequent

increases in sensible heat flux and air temperatures. The magnitude of a vegetation stand’s effect

on the energy balance directly relates to its height and density. One measure of the height and

density of the forest is the leaf area index (LAI), defined as the total leaf area [m²] per ground

area [m²]. It is an essential climate variable (ECV), as defined by the Global Observing System for

Climate (GCOS). While we can use LAI to estimate the provided shade and the consequences for

the energy balance, we can also estimate the available biomass and the potential BVOCs emitted

(Trimmel et al., 2020), which can aid in assessing air pollution potential. Initial simulations

regarding emissions of BVOCs within Vienna indicate that reduced soil moisture during heat waves

tends to reduce the BVOC isoprene, which is expected to reduce the ozone potential (Trimmel et

al., 2020). When sufficient water is available, the isoprene emissions are expected to increase,

especially by the Populus sp., which are abundantly planted along the Viennese waterways and can

be found south-east of Vienna in the floodplain forests. During heat wave situations, the dominant

wind speed is south-east. High emitter species can also be found close to the centre along the

main traffic routes following the Danube. Furthermore, the forests north and west of Vienna have

considerable portions of Fagus sylvatica stands, which are known to emit monoterpene. Apart

from its potential to contribute to ozone formation during heat waves, drought-stressed vegetation
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reduces stomatal ozone uptake, which can exacerbate ozone pollution extremes (Lin et al., 2020).

In general in this thesis it was found that, after soil moisture, the spatial distribution and absolute

values of vegetation density, which can also be indicated by the LAI or information regarding

the vegetation’s water status greatly increase the information about vegetation stands needed to

make responsible choices for future spatial and environmental planning. Presently in land surface

models key surface properties, such as LAI, can be set constant, be set to follow a climatology or

be resolved by supplementary vegetation models. Future research based on these findings could

be to include more accurate and timely information in the models based on observations. By

including updated information, the modelled values used to provide a more precise estimate of the

actual state of the simulated system can be corrected. By including updated and potentially highly

spatially resolved LAI values from satellite data, a more realistic representation of vegetation in

the models could be provided.
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A. Annex: Publications

A.1. Overview of dissertation publications

The dissertation is based on six publications, three SCI articles as first author and three SCI

publications as coauthor.

A.1.1. riverine spaces

A1 "The influence of riparian vegetation shading on water temperature during low flow condi-

tions in a medium sized river", (Kalny et al. 2017)

http://dx.doi.org/10.1051/kmae/2016037

Own contribution: planning, installation, maintainance, repair, read-out and sanity check of

all meteorological and water temperature measurements, preparation of manuscript.

A2 "Application of the model ’Heat Source’ to assess the influence of meteorological components

on stream temperature and simulation accuracy under heat wave conditions", (Trimmel et al.

2016)

https://www.schweizerbart.de/papers/metz/detail/25/85498/Application_of_the_

model_Heat_Source_to_assess_the?af=crossref

Own contribution: preparation of input data, setup of model, improvement of model,

simulation runs, validation and analysis, preparation of manuscript.

A3 "Can riparian vegetation shade mitigate the expected rise in stream temperatures due to

climate change during heat waves in a human-impacted pre-alpine river?", (Trimmel et al.

2018a)

https://www.hydrol-earth-syst-sci.net/22/437/2018/

Own contribution: preparation of input data, simulation of stream temperature, analysis of

results, preparation of manuscript.

A.1.2. urban spaces

A4 "Potential increase of Solar Irradiation and its influence on PV-Facades inside an Urban

Canyon by increasing the Ground Albedo", (Revesz et al. 2018)
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https://doi.org/10.1016/j.solener.2018.08.037

Own contribution: technical discussion regarding model, scientific discussion, correction of

manuscript.

A5 "Coupling of urban energy balance model with 3-D radiation model to derive human thermal

(dis)comfort", (Oswald et al. 2018)

https://doi.org/10.1007/s00484-018-1642-z

Own contribution: preparation of land cover and physical input data, technical discussion

and cooperation regarding models (TEB and SOLWEIG), scientific discussion, correction of

manuscript.

A6 "Thermal conditions during heat waves of a mid-European metropolis under consideration

of climate change, urban development scenarios and resilience measures for the mid-21st

century", (Trimmel et al. 2019b)

https://www.schweizerbart.de/papers/metz/detail/prepub/91938/Thermal_conditions_

during_heat_waves_of_a_mid_Euro?af=crossref

Own contribution: planning and help with maintenance of measurements, calculation and

processing of urban parameters for usage with all models, development of future urban

scenarios, offline TEB and SURFEX/TEB simulations, analysis of all simulations, preparation

of manuscript.
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A.2. Additional studies contributing and informing work listed in Annex 1

A.2. Additional studies contributing and informing work

listed in Annex 1

Apart from the dissertation publications many additional prestudies have been performed and

publications have been presented and published during the Dissertation period as first author and

peer reviewed articles as coauthor (Table 2). Below the publications are listed with full title and

corresponding link.

analyzed keywords publication

system

methods simulation P Trimmel et al. 2013

riverine stream temperature measurements A Trimmel et al. 2017a

spaces results effects on aquatic fauna A Melcher et al. 2016

prestudies green roofs and urban spaces P Trimmel et al. 2012

(green) roofs: thermal performance A Scharf et al. 2012

urban fabric types: microclimate response A Hagen et al. 2014

open space design and UHI effects A Loibl et al. 2014

open space design and microclimate O Trimmel et al. 2014

urban methods land use and urban morphology P Trimmel et al. 2017b

spaces albedo and radiation II A Revesz et al. 2020

surface temperature of PV A Zsiboracs et al. 2018

results vegetation fraction O Trimmel et al. 2018b

UHI and urban growth P Trimmel et al. 2018c

mitigation strategies O Trimmel et al. 2018d

urban growth and thermal comfort P Trimmel et al. 2019a

consequences on atmospheric pollution P Trimmel et al. 2020

Table 2: List of peer reviewed and first author publication within the Dissertation period
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A.3. Dissertation publications, full texts:
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RESEARCH PAPER

The influence of riparian vegetation shading on water temperature
during low flow conditions in a medium sized river

Gerda Kalny1,*, Gregor Laaha4, Andreas Melcher3, Heidelinde Trimmel2, Philipp Weihs2 and
Hans Peter Rauch1

1 Institute of Soil Bioengineering and Landscape Construction, Department of Civil Engineering and Natural Hazards, University of
Natural Resources and Life Sciences Vienna, Peter Jordan-Strasse 82, Vienna 1190, Austria
2

Institute of Meteorology, Department of Water, Atmosphere and Environment, University of Natural Resources and Life Sciences
Vienna, Gregor Mendel Strasse 33, Vienna 1180, Austria
3 Institute of Hydrobiology and Aquatic Ecosystem Management, Department of Water, Atmosphere and Environment, University of
Natural Resources and Life Sciences Vienna, Gregor Mendel Strasse 33, Vienna 1180, Austria
4 Institute of Applied Statistics and Computing, Department of Landscape, Spatial and Infrastructure Science, University of Natural
Resources and Life Sciences Vienna, Peter Jordan-Strasse 82, Vienna 1190, Austria

Abstract – Stream water temperature limits the growth and survival of aquatic organisms; whereby
riparian shading plays a key role in inhibiting river warming. This study explains the effects of riparian
shading on summer water temperatures at a pre-alpine Austrian river, during heatwave and non-
heatwave periods at low flow conditions. A vegetation-shading index was introduced for the
quantification of riparian vegetation effects on water temperature. For maximum water temperatures, a
downstream warming of 3.9 °C was observed in unshaded areas, followed by a downstream cooling of
3.5 °C in shaded reaches. Water temperature directly responded to air temperature and cloudiness. For
an air temperature change of 2 °C we modelled a water temperature change of 1.3 °C for unshaded
reaches, but lower changes for intensively shaded reaches. Similar daily variations at shaded reaches
were up to 4 °C lower than unshaded ones. This study gives clear evidence that for a medium-sized pre-
alpine river, restoration practices should consider that discontinuity of riparian vegetation should be less
than 6000m; with more than 40% dense vegetation in order to minimize water temperature increases
due to unshaded conditions.

Keywords: riparian vegetation / vegetation-shading index / water temperature / river vegetation management /
restoration

Résumé – L'influence de la végétation rivulaire sur la température de l'eau pendant les conditions
de faible débit dans une rivière de taille moyenne. La température de l'eau d'une rivière limite la
croissance et la survie des organismes aquatiques ; de ce fait l'ombrage rivulaire joue un rôle clé dans la
limitation du réchauffement des rivières. Cette étude analyse les effets de l'ombrage rivulaire sur les
températures estivales de l'eau dans une rivière autrichienne préalpine, pendant les périodes de canicule
et de non-canicule à faible débit. Un indice d'ombrage de la végétation a été introduit pour la
quantification des effets de la végétation rivulaire sur la température de l'eau. Pour les températures
maximales de l'eau, un réchauffement en aval de 3,9 °C a été observé dans les zones non ombragées,
suivi d'un refroidissement en aval de 3,5 °C dans les zones ombragées. La température de l'eau a
répondu directement à la température de l'air et à la nébulosité. Pour un changement de température de
l'air de 2 °C, nous avons modélisé un changement de température de l'eau de 1,3 °C pour les zones non
ombragées, mais des changements plus faibles pour les niveaux intensivement ombragés. Des variations
quotidiennes semblables dans des zones ombragées étaient jusqu'à 4 °C inférieures à celles non
ombragées. Cette étude montre clairement que pour une rivière préalpine de taille moyenne, les
pratiques de restauration devraient considérer que la discontinuité de la végétation riveraine doit être
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inférieure à 6 000m, avec plus de 40% de végétation dense afin de minimiser les augmentations de
température de l'eau dues aux conditions non ombragées.

Mots clés : végétation riveraine / indice d'ombrage de la végétation / température de l'eau / gestion de la végétation des
rivières / restauration

1 Introduction

Stream water temperature is an important and limiting
parameter for a number of organisms such as fish or aquatic
invertebrates (Broadmeadow and Nisbet, 2004; Matulla et al.,
2007; Rahel and Olden, 2008; Logez and Pont, 2013;
Pletterbauer et al., 2014). It results from the multiple
processes, which influence the gains and losses of thermal
energy in streambeds, depending on the amount of stream
discharge, topography and atmospheric conditions along the
river course (Caissie, 2006). Upstream water temperature and
discharge, hyporheic exchange, ground water inflow, bed
heat conduction, tributary inflow and its water temperature,
turbulent exchange (sensible and latent heat), solar radiation
(incident, reflected), and long wave radiation are components
of these processes (Moore et al., 2005; Caissie, 2006). Taking
into consideration atmospheric conditions, air temperature and
incoming short-wave radiation are mentioned as major
influencing factors on water temperatures by Evans et al.
(1998). They recorded total energy gains dominated by a net
short-wave radiation of 97.6%. Solar radiation reaching the
stream is influenced by different topographic factors, including
the prevailing riparian vegetation buffer, which can decrease
incoming energy by up to 95% (Rutherford et al., 1997; Moore
et al., 2005; DeWalle, 2010). During summer heatwave
periods in particular, solar energy plays a key role in
influencing stream energy heat budget, and consequently
stream water temperature (Johnson, 2004; Leach and Moore,
2010; Groom et al., 2011). Hence shading through riparian
vegetation, primarily in small to medium sized and slowly
flowing lowland rivers, is often most relevant to avoid
excessive heating in order to mitigate adverse effects on the
ecosystem (Ghermandi et al., 2009; He et al., 2011; Holzapfel
et al., 2013).

Some studies were undertaken to quantify the influence of
riparian vegetation on river water temperature, however, they
havemainly explored small rivers, with a discharge of up to only
30 l/s (Story et al., 2003; Johnson, 2004; Rutherford et al.,
2004; Moore et al., 2005; Gomi et al., 2006). The most widely
discussed vegetation parameters of these studies are buffer
width, vegetation height and its density. For instance DeWalle
(2010) specifies varying minimum buffer widths for sufficient
shading, and corresponding water temperature influence,
depending on stream orientation. Buffer widths for east–west
oriented rivers necessitate a minimum buffer width of 6–7m,
whereas for north–south orientated rivers the buffer width needs
to be 18–20m, and for meandering rivers no more than 12m.
According to Sridhar et al. (2004), vegetation width exceeding
30m distance has hardly any further influence on stream water
temperature. However, the height and density of the riparian
vegetation have an equal or even higher impact on water
temperature (Sridhar et al., 2004; DeWalle, 2010). Davies-
Colley et al. (2009) andDeWalle (2008) showed that the ratio of
canopy height to stream width has particular high influence on
stream light exposure and is therefore notably relevant.

Apart from riparian vegetation structures, also the
temperature conditions of river and atmosphere determine
the cooling effect of vegetation. Cooling occurs when energy
gains are reduced by riparian vegetation, which minimizes
water temperature increase, so that the influence of cooler
water is prevalent (Garner et al., 2014). The cooling effect is
greater at high water temperatures, typically occurring during
heatwaves and at daily temperature peaks (Moore et al., 2005)
whereas there is only a minor effect of vegetation shading on
daily temperature minima (Rutherford et al., 2004).

However, these findings primarily apply to smaller rivers,
which are usually shallow, so they adjust quickly to incoming
solar radiation. Consequently, water temperature changes are
rather fast (Moore et al., 2005), and riparian vegetation
influence can be high (Poole and Berman, 2001). The effect of
shading might be different for larger rivers where water
temperature fluctuations are normally lower (Poole and
Berman, 2001) and solar radiation may play a different role,
but these effects are not fully explored yet. Moreover, studies
investigating riparian shade and its impact on stream water
temperatures have been carried out in most temperate regions
of the world, but up to date only a few studies have been
conducted in Europe (Ghermandi et al., 2009; Broadmeadow
et al., 2011; Garner et al., 2014; Johnson and Wilby, 2015). So
far, studies, focusing on effects of riparian vegetation on water
temperature of medium sized rivers are missing, especially for
Central European climates where climate change impacts are
predicted to be high (Kovats et al., 2014; Laaha et al., 2016).

The aim of this study is to analyse the effects and
mitigation evidence of different river type specific riparian
vegetation on summer river water temperature, under
heatwave and non-heatwave conditions at a medium sized
river in Central Europe. The specific objectives are (i) to
describe the summer temperature regime during heatwave and
non-heatwave periods (ii) to better understand longitudinal
riparian vegetation shading impacts on water temperature by
introducing a new vegetation-shading index (VSI), (iii) to
explore the sensitivity of VSI to the section length used in its
calculation and (iv) to validate the effects of shaded and
unshaded river reaches on water temperature variations. The
findings will be discussed in the light of riparian vegetation
management.

2 Materials and methods

2.1 Study site

The study was conducted at the river Pinka, located in the
south-east of Austria (Fig. 1). In this area, in particular, climate
change impacts are predicted to be high, in terms of an increase
of heatwaves and exacerbation of low flow conditions (Kovats
et al., 2014; Laaha et al., 2016). The river source is at an
altitude of about 1480m.a.s.l, and it discharges into the river
Raab at about 200m.a.s.l. Along the river, mean discharge
increases up to 2.0m3/s. The study area belongs to the trout,
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grayling and barbel fishzone, bearing 24 fish species and 140
benthic taxa (Melcher et al., 2016).

The catchment is situated at a transition zone of alpine,
illyric and continental climate. It is characterised by a mean
annual rainfall of about 800mm, frequent thunderstorms,
heavy rainfalls (Cejka et al., 2005) and high temperature
amplitudes between summer and winter (Fink et al., 2000).
The river Pinka exhibits sound hydro-morphological sections
with near natural riparian vegetation and minor land use, as
well as highly impacted sections in terms of vegetation cover,
in total twelve urban/settlement areas, river geometry and
continuity. Substrates are dominated by late tertiary sedimen-
tary rocks and, to a lesser extent, by volcanic rocks (Wimmer
et al., 2012). The main hydrological characteristics are
summarized in Table 1.

While the entire Austrian river stretch (source to distance
from source 62.55 km (DFS 62.55)) was the object of
investigations, the river stretch between DFS 30.00 and DFS
50.00 was chosen for detailed analysis. This river stretch has
no remarkable tributaries and a rather uniform flow direction.
Discharge records were available at four gauges situated at
DFS 12.45, 37.75, 58.65 and 62.55 (Fig. 1). For describing
the meteorological situation, records of air temperature (AT),
hours of sunshine, global radiation and precipitation at two
near-by stations Kleinzicken (1.5 km to DFS 52.00) and Bad
Tatzmannsdorf (3 km to DFS 38.00) were used.

2.2 Vegetation-shading index (VSI)

Vegetation mapping was performed based on aerial
photographs and field measurements. Following DeWalle
(2010), Moore et al. (2005) and Sridhar et al. (2004) we

considered a buffer zone of 50m from the centreline of the
river as being relevant for stream temperature. From aerial
photographs we delineated polygons that were homogeneous
in terms of land use, vegetation cover and vegetation
composition. The polygons were refined by evidence from
intensive site visits, where also vegetation height in the form
of Koch classes (<5, �10, �20, >20m), and vegetation
density clustered as Braun Blanquet (<5, �25, �50, �5,
�100%), see (Traxler, 1997), were recorded. In a following
step, the results were transferred from area to point
information, using the Arc View sampling extension
“TTools” (Kasper and Boyd, 2002). During the process,
the information was assigned to cross-sections, every 50m
along the river, perpendicular to the river axis. Ten points
were generated every 5m orographically left and right from
the centerline, with vegetation parameters being assigned at
each of these cross-sections.

For each 50m cross-section, VSI was calculated that
integrates the parameters vegetation height (hR), vegetation
width (w), and vegetation density (d), as these parameters were
found to influence water temperature (WT) most (DeWalle,
2010; Holzapfel et al., 2013). For the VSI of a northwards or
southwards flowing river, all vegetation parameters were
calculated as mean values of the orographic left and right river
bank. When the river was flowing eastwards, the oro-
graphically right bank was used for calculations, and when
it was flowing westwards the orographically left bank was
used. Based on this guideline the VSI is computed as:

VSI ¼ hR
hmax

þ w
wmax

þ d
dmax

� �
� 3; ð1Þ

Fig. 1. Study site – the river Pinka from distance from source (DFS) 0–DFS 62 including river course, tributaries, gauge stations, water
temperature (WT) measuring stations and climate stations.
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where hR (%), relative vegetation height, weighted ratio
of vegetation height and river width, which is calculated as:

if
vegetation height � 100

river width � 1:5 � 100; then hR

¼ vegetation height � 100
river width � 1:5 ; else hR ¼ 100: ð2Þ

Note: That multiplication of the river width with 1.5 is due
to the fact that a tree height of 15 m generates, at this
geographic position, a shade length of 10 m, from 10 a.m. to
2 p.m., and can fully shade the present river width. hmax
(%) –maximum vegetation height (=100 %); w (m) –width of
the woody riparian vegetation buffer; wmax (m) –maximum
vegetation width, (=50m, as this is defined as maximum width
influencing the WT); d (%) – vegetation density = vegetation
cover related to ground area; dmax (%) –maximum vegetation
density (=100%).

The obtained VSI values range between 0 (no vegetation)
and 1 (full vegetation). Because of river flow,WT at a river site
will depend on the upstream situation but it is unclear at what
section length vegetation will have most influence. We
therefore calculated mean VSI values for upstream sections of
WT measurement points of various lengths, ranging between
50m and 10000m (VSI50 to VSI10000). For validating these
VSI indices we used the Global Site Factor (GSF), computed
from hemispherical photographs (Rich et al., 1999) that were
taken at 43 sites between DSF 0.05 and DFS 62.81.

2.3 Selection of the study period

Heatwave events were of particular interest in this project.
Hence, the analysis was carried out for the summer of 2013

(1 June–31 August) when record temperatures of 40.5 °C were
measured by public meteorological stations in this region.
The days were classified into non-heatwave periods (NK),
heatwave periods (K) and extreme heatwave days (Kþ)
following Kysel�y et al. (2000). According to this definition, a
heatwave period (K) is characterised by at least three subsequent
days with maximum air temperatures (ATmax)≥ 30 °C and
continues until the ATmax drops below 25 °C or the mean ATmax
of the period is below 30 °C. Extreme heatwave days (Kþ)
additionally have clear sky conditions (≥80% of possible sun
hours � defined by (MeteoSchweiz)), precipitations below
1mm/day and discharges of a maximum of 75% of the mean
discharge (used as a threshold for low flow conditions).

For comparison of sunny and cloudy days additionally,
single consecutive days with clear sky conditions (≥80% of
possible sun hours) and cloudy conditions (�50% of possible
sun hours), with no intermediate rain, were selected (Tab. 2).

2.4 Measurement and analysis of water temperature

Data sets concerning river WT were collected at a spatially
distributed network of 17 HOBO Pendant Temperature Data
Loggers 8K*UA-002-08 along the river Pinka (Tab. 1 and
Fig. 1). Data was sampled hourly, from June 2013 until August
2013. We analyse the relationships between water temperature
along the river with meteorological variables and with the VSI
by means of Spearman's rank correlation (rs). In addition, we
analysed the relationships between impotent parameters by
linear regression.

2.5 Numerical water temperature model

In order to gain a better understanding of the influence of
riparian shading on the change in WTmax the energy balance

Table 1. Hydrological data describing different sites along the river Pinka. Abbreviations: DFS = distance from source, MQ=mean discharge;
WT=water temperature measuring point.

DFS
(km)

MQ (m3/s) Flow
direction (–)

Catchment
(km2)

Strahler order
number (–)

Altitude
(m.a.s.l.)

Gradient
(‰)

River
width (m)

Distance from
last WT (km)

Minutes from
last WT (min)

Average time
500m (min)

2.3 East 2 2

10.97 0.4 South 36 3 559 0.036 5
15.28 1.0 South 4 515 0.014 8 4.49 116 12
19.79 1.0 South 134 5 414 0.008 10 4.51 140 14
30.69 1.0 North 5 342 0.004 13 10.9 336 15
34.86 1.2 East 5 319 0.006 7 4.17 132 13
37.23 1.2 East 172 5 306 0.004 7 2.37 60 12
39.01 1.2 South 5 299 0.004 7 1.78 47 9
44.26 1.2 East 5 279 0.002 10 5.25 235 21
45.39 1.2 East 5 276 0.003 10 1.13 55 14
45.55 1.2 East 5 275 0.003 10 0.16 8 8
48.4 1.2 South 5 266 0.004 10 2.85 125 18
53.04 1.2 North 5 257 0.001 8 4.64 224 22
53.22 2.0 East 6 256 0.001 8 0.18 11 11
55.09 2.0 East 6 249 0.002 6 1.87 76 15
58.79 2.0 East 417 6 244 0.001 6 3.7 139 17
61.51 2.0 North 664 6 240 0.002 5 2.72 119 17
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Ftotal along the river was calculated using the model HEAT
SOURCE version 9 (Boyd and Kasper, 2003). The model is
based on the following energy balance equation:

FTotal ¼ FEvaporation þFConvection þFLongwave þFSolar

þFConduction; ð3Þ

whereFTotal is the energy balance,FEvaporation the evaporation
flux, FConvection the convection flux, FLongwave the long wave
radiation balance (all referring to the stream surface), FSolar is
the short wave energy, which is absorbed by the water column,

and FConduction the conduction flux. The model was validated
for use in the research area in a study by Trimmel et al. (2016).

WT increase (DT) caused by energy gains was calculated
by using the following formula:

DT ¼ Q
c�m ; ð4Þ

where Q is the heat energy input (W/m2) into the river, m the
water mass (kg) and c the specific heating capacity of water.

Possible ground water (GW) influences were analysed in
the area between DFS 37.75 (38) to DFS 58.65, by considering
the discharge volume (WV) of the tributaries Zickenbach
(Zick), Teichbach (Teich) and Gerenthbach (Ger). The WT of
these assumed inflows was then incorporated, and the resulting
WT (WTR) of the river Pinka was estimated using the formula
as follows:

WTR ¼ %WV38 �WT38 þ%WVZick �WTZick

þ%WVTeich �WTTeich þ%WVGer �WTGer

þ%WVGW �WTGW; ð5Þ

where %WV38 = percentage of the water volume at DFS 37.75.

3 Results

3.1 Riparian vegetation

In the upper reaches of the river Pinka (from source to DFS
20.00), the mean VSI50 was 0.69, which reveals a high level of
shading, and points to areas of rather high, wide and dense
riparian vegetation, often featured by commercial forests
(Fig. 2a). Downstream of DFS 20.00, the river flows through

Fig. 2. (a) Distribution of the longitudinal vegetation-shading index (VSI) values of the river Pinka, referring 50m sections upstream of the
water temperature measuring points, as well as 6000m sections. The scatter plots show the ratio of Global Site Factors (GSF) and VSI50s (b), as
well as the vegetation parameters width (c), height (d) and density (e).

Table 2. Two 5-day periods with consecutive days of clear sky and
cloudy conditions and the according maximum air temperatures
(ATmax). Abbreviations: DFS = distance from source; NK= non-
heatwave period; K = heat wave period.

Date % possible
sun

Discharge
(DFS 37.75)

ATmax

(°C)
Period

13.07.2013 58 0.69 24.8 NK

14.07.2013 72 0.68 26.4 NK
15.07.2013 28 0.68 25.5 NK
16.07.2013 92 0.6 26 NK
17.07.2013 92 0.63 28.6 NK
29.07.2013 86 0.44 36.9 K
30.07.2013 48 0.43 27.9 K
31.07.2013 36 0.43 28.7 K
01.08.2013 82 0.42 30.6 K
02.08.2013 92 0.41 34.3 K
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settlement areas and agricultural lands. The VSIs for these
middle and lower reaches were more diverse, 16% of the river
stretch showed a VSI50 below 0.2 and 62% had a VSI50 above
0.6. Particularly notable was the very low mean VSI50 of 0.15
from DFS 37.00 to DFS 39.65. This section had almost no
riparian vegetation and consequently no vegetation shading
effect (Fig. 2). In terms of longer stretches, the VSI6000 showed
two deep depressions between DFS 20.00 and DFS 50.00,
dropping down to 0.35 and 0.34.

The VSI values were compared with GSF values from the
hemispherical photographs. The correlation coefficient (rs)
between GSF and VSI (Fig. 2b) was 0.8 during times of highest
sun elevation, and 0.9 for the GSF over the whole day
(p< 0.01). The high correlation coefficients underline the
appropriateness of the newly proposed VSI for characterising
vegetation shading. Vegetation parameters height, width and
density (Fig. 2c–e) cannot reach higher correlations.

3.2 Hydro-meteorological conditions

Figure 3 shows the hydro-meteorological conditions of
summer 2013 for the study area. According to the Kysel�y
classification the summer of 2013 is characterised by two
heatwave periods (K): from 17th June 2013 to 23rd June 2013,
and from 23rd July 2013 to 9th August 2013, which amounted,
in total, to 25 days (Fig. 3a). These two periods included 16
clear sky days and 20 days without any precipitation. Extreme
heatwave days (Kþ) were defined on 2nd, 3rd, 6th, 7th and
8th August 2013 additionally taking into account days with a
discharge of less than 75% of the mean flow.

The temporal patterns of precipitation and discharges at
DSF 12.45 and 37.75 km are presented in Figure 3b. There
were only few and mostly minor precipitation events during
the summer of 2013. Consequently, the discharges steadily
decreased and reached a minimum at 3rd August 2013,
corresponding to a low flow event. WT shows temporal
development that is reverse to the discharge (Fig. 3c) as would
be expected.

Figure 4 shows the distribution of WT along the river. On
average, daily mean water temperatures (WTmean) increased,
from about 9.4 °C to 18.7 °C, WTmax increased from 10.4 °C to
20.4 °C. During heatwave periods (K), average WTmax
increased much stronger, up to 24.4 °C at DFS 62.55, and
even to 26 °C during the extreme heatwave days (Kþ).
However, there was no steady increase in WT from source to
DFS 62.55. Especially noticeable is the decrease of WTmax in
the extreme heatwave days (Kþ) of 4.7 °C, from DFS 39.01 to
DFS 53.22. This decrease was much lower during the non-
heatwave period (NK) it was only 3 °C. Such increases and
decreases were mainly observed for WTmax and daily water
temperature range (WTrange), whereas variations were small in
WTmean (Fig. 4c,d). The highest WT values in all periods were
measured at DFS 39.01; a low shaded area, where at extreme
heatwave days (Kþ), on average, values of WTrange = 6.9 °C
and WTmax = 28.2 °C, were reached. This issue will further be
explored in a later section.

For the middle reaches (DFS 30.00 to DFS 50.00), which
represent conditions without considerable inflows, we assessed
the dependence of WT on meteorological parameters.
Spearman correlations coefficients (rs) point to a strong

relationship between WTmax and ATmax, with values between
0.85 and 0.94 (p< 0.01). In addition, we observed significant,
but lower correlations (about 0.5) with global radiation, and
with sun hours as well.

3.3 Effects of VSI section length on water
temperature

Figure 5 illustrates the VSI as a function of WTmax,
WTrange, WTmean and daily minimum water temperatures
(WTmin), during the extreme heatwave days (Kþ) in the
middle reaches (DFS 30.00 to DFS 50.00), for the different
river section lengths from 50m and up to 10000m upstream of
the WT measuring points. Mostly negative correlations are
observed, illustrating that a higher VSI is related with lower
WT. The strengths of the correlation strongly depended on the
section lengths and the WT parameters. WTmax and WTrange
were the most highly correlated parameters (Fig. 5). Corre-
lations for these parameters increased when increasing the
considered river section length for VSI calculation from 50m
to 6000m, from�0.34 to�0.73 for WTrange, and from�0.5 to
�0.82 for WTmax. However, larger river section lengths
again led to a decrease of the correlations. The calculated VSIs
for river section lengths from 4000m to 7000m, showed the
highest correlations with values of about �0.7. The statisti-
cally best performing VSI value was calculated for a section
length of 6000m with �0.82 for WTmax and �0.73 for
WTrange. Consequently, VSI6000 were considered as most
representative in this study. In contrast, much lower
correlations were observed for WTmin and WTmean with a
correlation coefficient of �0.05 (WTmin) and �0.42 (WTmean)
for VSI6000. They represent more the night conditions; hence,
they do not depend so much on radiation and shading effects.
We will therefore focus on WTmax and WTrange in the
subsequent analyses.

Similar relationships were also observed between WTmax
and selected vegetation parameters with correlations coef-
ficients (rs) between �0.77 (vegetation width) to �0.84
(vegetation density). Vegetation height showed a lower
correlation with a coefficient of �0.55.

3.4 Impact of shading and cloudiness on water
temperature

Observing successive days with differing cloud cover
conditions (Tab. 2), but same discharges, WTmax reacted in
different ways. During the heatwave period (K) greatest
increases and decreases in WT could be seen from DFS 34.86
to DFS 53.22 (Fig. 6a). On the 29th July 2013, a clear day,
WTmax rose fromDFS 34.86 to DFS 39.01, by 3.9 °C toWTmax
values of 28.8 °C. The river morphology of this stretch is
heavily impacted by river regulations and low amount of
riparian vegetation which results in a mean VSI50 of 0.31. The
14.21 km long river stretch downstream of DFS 39.01, has a
more natural appearance with dense riparian vegetation buffers
(mean VSI50 = 0.61). Henceforth, WTmax decreased from
28.8 °C down to 23.8 °C. On the 30th July 2013, a mean cloudy
day, WTmax at DFS 39.01 had a lower peak of 25.1 °C with
lower warming (1.1 °C) and cooling (2.6 °C) gradients. These
gradients decreased even more on the 31st July 2013, a cloudy
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day. On 1st August 2013, and 2nd August 2013, two clear
days, WTmax rose back to precloud conditions. Figure 6b
shows the same tendencies in the non-heatwave periods (NK).
Daily WTmin remained stable during both periods. Since no
precipitation occurred during these periods, and discharge
volume remained at the same level, we anticipated that the
influence of ground water on WT is similar on all days.
Consequently the key element for changing WTs is the

incident solar radiation influenced by the appearance of
riparian vegetation.

3.5 Daily variations of water temperature

Considering the VSI6000 of the river sections, there was a
clear difference in WT behaviour. In the extreme heatwave

Fig. 3. Hydro-meteorological characteristics of the summer of 2013 at the Pinka region: (a) daily maximum air temperature (ATmax), and sun
hours per day measured at the climate stations Kleinzicken and Bad Tatzmannsdorf, (b) daily precipitation (precip.) at the same climate stations,
and the resulting discharges at two gauges (DFS 12.45 and 37.75), and (c) daily maximum and mean water temperatures (WT max and WT
mean) at selected sites along the river Pinka (DFS= distance from source). The heat wave periods (Kysel�y) are shaded in grey.
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days (Kþ) a WTmax of 28.1 °C was reached earliest at 1 p.m. at
DFS 39.01, a very sparsely shaded section (VSI6000 0.37).
Opposed the most shaded areas (VSI6000 above 0.6) reached
mean WTmax of 23.6 °C from 6 p.m. to 9 p.m. (Fig. 7). The
WTrange amounted to 7.6 °C for the unshaded, to an average of
5.3 °C for medium shaded and to an average of 3.6 °C for
highly shaded upstream conditions. In the heatwave and non-
heatwave periods, the temporal curve progression was quite

similar, except that the entire curve had a temperature offset. In
the extreme heatwave days (Kþ) mean WTmax was 6.7 °C
higher than in non-heatwave periods (NK).

3.6 Correlation of water and air temperature

WTmax and ATmax are highly correlated. Figure 8a shows
scatter-plots for selected WT stations. The slopes of the
WTmax-ATmax regression line is low in the upstream reaches,
whereas the slopes much higher at locations between DFS
30.69 and DFS 61.51. However, the slopes of the regression
lines also depend on the VSI value (Fig. 8b). The analysis of
the interrelationship between different slopes of the WTmax-
–ATmax regression line and the riparian vegetation (Fig. 8c–f)
revealed that steeper slopes indicate a lower VSI and therewith
a higher impact of the AT on the WT. Considering these
correlations, Table 3 shows the calculated WT changes due to
an AT increase of 2 °C.

3.7 Field data validation by a numerical river
temperature model

The energy balance of two sites with different vegetation
structures (full vegetation DFS 46.00/no vegetation DFS
39.01), was simulated by HEAT SOURCE, using formula (3).
Energy balance never dropped below 0W/m2 during the
daytime in both cases, independent of cloudiness (Fig. 9). At
the time of highest sun elevation on a clear day, the maximum
values of the energy balance varied from 194W/m2 (Fig. 9a),
for areas without vegetation, to 35W/m2 (Fig. 9b) for fully
vegetated areas. Vegetation structures had less impact during
cloudy conditions with a difference of just 39W/m2.

Fig. 5. Absolute spearman correlation coefficients of the vegetation-
shading index (VSI) to the daily water temperature (WT) parameters,
related to the specific VSI section lengths. The data fromWT stations
is related to distance from source (DFS) 30.00 and DFS 50.00 on
extreme heatwave (Kþ) days.

Fig. 4. Distribution of water temperature (WT) at the different WT stations along the river Pinka during summer 2013, for periods of non-
heatwave periods (non-Kysel�y), heatwave periods (Kysel�y) and extreme heatwave days (Kysel�yþ) respectively. With (a) WT maximum, (b)
WT ranges, (c) WT minimum and (d) WT mean.
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The calculated energy gains on a 1 km long river stretch,
with dimensions such as DFS 39.01, and no riparian
vegetation, increased river WT by 0.4 °C (Formula (4)). This
results in an increase of 3.3 °C for a river section of 9 km.
Under the same conditions, but with less energy due to dense
vegetation, the WT increased just by 0.1 °C. Consequently,
other cooling influences could have a stronger impact in
shaded areas.

Observing the time period with the lowest discharge
values, DFS 39.01 amounted to 60% of the water mass
achieved on DFS 58.79. Above ground tributaries added
another 24% of water mass. The WT of the Zickenbach, the
biggest tributary showed no significant differences in WT in
comparison to the river Pinka. Therefore, 16% of the water
mass was ground water and assumed to be the reason for the
WT decrease. Ground water temperatures from nearby stations
showed mean values of 12 °C. Formula (5) was used to
calculate the WT of 1m3 water along the 19.78 km long river

stretch. WT decreases of 3.6 °C were calculated whereas the
observed reduction of WTmax was 5 °C.

4 Discussion

4.1 VSI and its spatial scale in terms of water
temperature

In the present study, VSI was calculated as an integral
parameter, taking into account vegetation height, width
and density, whereby all three have a verifiable impact on
the solar radiation situation input on a stream surface. These
are the parameters most commonly studied concerning
global radiation reduction (Zwieniecki and Newton, 1999;
DeWalle, 2010; Sridhar et al., 2004) but there are no clear
results concerning the ranked importance of these. The VSI
results in a significant correlation which had the same or
even better correlation coefficients with WT as the

Fig. 6. Distribution of the longitudinal vegetation-shading index (VSI 50) and water temperature (WT) values of two 5-day periods with
differing cloudiness conditions. Periods describe (a) heatwave (Kysel�y) and (b) non-heatwave (non-Kysel�y) conditions.
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Fig. 7. Overview of the mean daily water temperature (WT) variations from non-heat wave (non-Kysel�y), heat wave (Kysel�y) and extreme heat
days (Kþ), as well as mean WT variations for a cloudy day (31.7.2013) and a clear sky day (2.8.2013) at seven selected WT stations between
distance from source (DFS) 30.00 and DFS 50.00.

Fig. 8. Maximumwater temperatures (WTmax) shown as a function of air temperature (AT) at selectedWT stations along the whole river stretch
(a), and for selected WT stations between distance from source (DSF) 30.00 and DFS 50.00 (b) for summer 2013. (c–f) Show the regressions of
vegetation-shading indexes (VSI) to the slopes of the AT to WT regression lines.
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individual vegetation parameters. Additionally, it was highly
correlated to the GSF with a coefficient of 0.9 (p< 0.01).
Depending on river size, different lengths are of relevance,
in order to heat the water to a specific temperature. In the
present study, the influence of the mean VSIs of different
lengths on WT was tested for a stream with 1–1.2m3/s
discharge and points to 4–7 km (peak correlation coefficient
for WTmax of �0.82 at 6 km VSI length) as being an
appropriate length. The results are not directly comparable
to those of most existing studies which deal with smaller
streams with a discharge of up to 0.03m3/s (Story et al.,
2003; Johnson, 2004; Rutherford et al., 2004; Moore et al.,
2005; Gomi et al., 2006). Rutherford et al. (1997) mentioned
1st order streams need 250m to 500m; 2nd order 500m to
1.5 km and 3rd order 1.5 km to 5 km unshaded sections in
order to heat the water by 5 °C. Johnson and Wilby (2015)
stated that around 0.5 km of complete shade is necessary to
decrease WT by 1 °C in July at a headwater site; whereas
1.1 km shade is needed 25 km downstream. Accordingly,

larger rivers need a longer distance to reach the same WT
changes than smaller ones.

In the present study, WTmin and WTmean showed a steadily
increasing curve from source to DFS 62.55, unaffected by
riparian vegetation conditions. However, WTmax and WTrange
had peaks at unshaded reaches, of up to approximately 4 °C
difference to shaded ones, which followed a steadily increasing
curve. These findings correlates well with the findings of
Bowler et al. (2012), Johnson (2004) and Webb et al. (2008)
which show that if a riverine reach is fully clear cut, the daily
WTmax and WTrange are particularly affected.

4.2 Heatwave periods, VSI and their impact on water
temperature

We focused on the comparison between non-heatwave
periods (NK) and extreme heatwave days (Kþ), as well as
clear sky and cloudy days. Only considering AT to divide the

Table 3. Water temperature (WT) change according to an air temperature (AT) change of 2 °C. Abbreviations: DFS= distance from source,
VSI = vegetation shading index.

DFS (km) VSI6000 Slope R2 AT/WT AT change (°C) AT from (°C) AT to (°C) WT from (°C) WT to (°C) WT change (°C)

2.3 0.245 0.66 2 30 32 11.3 11.8 0.5

10.97 0.72 0.155 0.19 2 30 32 15.3 15.6 0.3
15.28 0.6 0.452 0.72 2 30 32 19.5 20.4 0.9
19.79 0.64 0.577 0.8 2 30 32 20.9 22.1 1.2
30.69 0.52 0.503 0.81 2 30 32 21.7 22.7 1
34.86 0.66 0.439 0.84 2 30 32 21.3 22.2 0.9
37.23 0.53 0.543 0.8 2 30 32 21.8 22.9 1.1
39.01 0.37 0.635 0.83 2 30 32 23.5 24.7 1.3
44.26 0.47 0.589 0.88 2 30 32 22.6 23.8 1.2
45.55 0.52 0.502 0.87 2 30 32 22.7 23.7 1
48.4 0.64 0.416 0.78 2 30 32 21.7 22.6 0.8
53.22 0.69 0.325 0.61 2 30 32 20.5 21.2 0.6
58.79 0.69 0.512 0.82 2 30 32 22.6 23.6 1
61.51 0.68 0.511 0.84 2 30 32 22.7 23.8 1

Fig. 9. Daily variations of energy balances for a cloudy (31.7.2016) and a clear sky day (2.8.2016), without vegetation (NV) and with
vegetation (V).
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summer into non-heatwave (NK) and heatwave (K) days,
differences in WTmax of 4.3 °C were found at all WT stations.
Additionally, taking into account cloudiness and discharge
conditions, extreme heatwave days (Kþ) were selected.
Differences in WTmax to the non-heatwave periods (NK)
increased by another 1.2 °C. Many other studies have analysed
WT behaviour after clear cut, especially on clear sky and hot
days (i.e., Story et al., 2003; Moore et al., 2005; Quinn and
Wright-Stow, 2008). Increases of daily WTmax, on non-
vegetated sites, of up to 13 °C were found (Moore et al., 2005).

Additionally, we also analysed the differences between
consecutive clear sky and cloudy days to have the same
hydrological boundary conditions. The only changing param-
eter was the radiation input through different cloudiness
conditions. On a clear day, the maximum values of the energy
balance differed by 159W/m2 between areas without
vegetation and fully vegetated areas, whereas on cloudy days
differences decreased to 39W/m2. Garner et al. (2014) also
recorded the dramatically reduced energy gains of the river at
vegetated sites compared to open sites.

These differing energy inputs to the river were reflected in
the different WTmax during the clear sky days. Open sites with
hardly any vegetation showed a WTmax of up to 27.8 °C, while
densely shaded ones showed, on the same day, a WTmax of
24.9 °C. The lowest WTmax with 22.7 °C occurred on a heavily
shaded river stretch (mean VSI50 = 0.61). The shading effects
of the vegetation have caused a reduction of incoming solar
radiation, resulting in a reduction of the increase of WT.
Ground water and other potential inflows are acting as cooling
factors. Story et al. (2003) concluded from their study that
ground water inflow in a shaded reach caused 40% of the 3 °C
cooling effect in daily WTmax, whereas bed heat conduction
and hyporheic exchange caused 60% of this effect. In our
study, ground water influence for a 19.78 km long river stretch
was numerically modelled with a WTmax decrease of 3.6 °C,
neglecting energy exchange with the atmosphere or soil.

4.3 Water temperature variations

When considering daily WT variations, the most relevant
parameters were daily WTmax and WTrange. The results of the
present study showed differences between shaded and
unshaded sites of up to 4.2 °C for daily WTmax. The correlation
between VSIs and WT changes is high. It is specifically most
apparent up to VSI6000 of 0.4, when the vegetation cover is
generally very low. The unshaded areas showed up to 2.6 °C
higher daily WTmax in the extreme heatwave days (Kþ) than
fully or patchy shaded ones (VSI6000 above 0.4) in the
processed area did. This is consistent with Bowler et al. (2012)
who concluded that mean WTmax are up to 4.9 °C lower at
forested riversides than at pasture riversides.

Disregarding all these different conditions and parameters,
DFS 39.01, theWTmeasuring point with the lowest vegetation
density (VSI50 = 0; VSI6000 = 0.37) showed the highest WTmax
in all periods. This highlights the importance and possibilities
of riparian vegetation management and the need for at least a
degree of riparian vegetation as previously stated in Holzapfel
et al. (2013). Rutherford et al. (1997) also emphasizes that a
natural shading of 95–99% radiation reduction is not necessary
and 70% is sufficient. In the present study, sites with VSI6000 of
about 0.4 (40% density) had a significant effect on preventing

WT increase in pre-alpine conditions. Similarly, Correll
(2005) stated that from an ecological point of view continuous
buffers are more important than wider but fragmented ones.

4.4 Water temperature influenced by air temperature
dependent on VSI

We found a relationship between WTmax and ATmax with
an R2 of 0.8–0.9 in summer. Based on this correlation an
increase of 2 °C ATmax, results in an increase of WTmax of
1.3 °C for an unshaded reach and 0.8 °C for a shaded reach.
Following aWT increase at an AT change is always dependent
on the riparian vegetation situation. Webb and Nobilis (1997)
recorded a R2 of 0.97 between AT and WT for monthly mean
values over the entire year. In the summer, between June and
August, R2 was only between 0.47 and 0.7.

5 Conclusion

WT is a very important and limiting parameter for the
development of riverine life, which is driven bymeteorological
variables, but also influenced by riparian vegetation stands and
many other abiotic factors. This paper focuses explicitly on
the impact of different riparian vegetation stands on WT. Most
sensitive to changes caused by riparian vegetation is the daily
WTmax followed by the daily WTrange.

In particular, during extreme meteorological events such as
heatwave periods, when the river system suffers from highest
WTs, vegetation has an impact on WT. In this case, our study
has shown that sparse riparian vegetation is sufficient, in order
to avoid aWT increase in pre-alpine conditions. VSIs of above
0.4 already achieved good results. On cloudy days the
existence of riparian vegetation has no further effects due to
solar radiation decrease.

The VSI is a representative parameter which characterises
the shading effects of riparian vegetation by its height, width
and density. The most relevant considered VSI section length
is dependent on specific local boundary conditions. Since
the highest correlation betweenWT and VSI was registered for
vegetation stretches of 6000m, we conclude that for a
medium-sized pre-alpine river, restoration practices should
consider that discontinuity of riparian vegetation should be less
than 6000m, with more than 40% dense vegetation in order to
minimise WT increases due to unshaded conditions.

The cooling of WT directly by riparian vegetation was
not possible, as the energy balance on a clear sky day never
dropped below 0. The findings have shown that riparian
vegetation can prevent the WT from an additional increase,
and therefore effects such as ground water inflow can have
higher impacts. WT directly reacted to changes in AT, riparian
vegetation significantly influenced this relationship.

The present study confirmed findings of other studies
regarding the influence of riparianvegetation onWT.Each river,
however, is a unique system and highly dependent on size,
predominant meteorological situations and geographical posi-
tion. Climate change effects, in particular, put an additional
pressure on river ecosystems and its inhabitants, such as fish and
benthic invertebrates. To ensure the preservation of habitats for
aquatic organisms, riparian vegetation management should be a
not dispensable sector in future river planning andmanagement,
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particularly at lowwater conditions to buffer extremeWT peaks
in heatwave periods.
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Abstract
Stream temperature is one of the most important factors for aquatic organism, but also regulates drinking
water quality, which are both threatened by temperature rises. Atmospheric heat fluxes are primary drivers of
stream temperature changes, all of them dependent on the rivers’ openness to sky.

To be able to simulate stream temperature in rivers of complex terrain and shaded by riparian vegetation
a deterministic model including all shading processes was used and validated for the application for Eastern
Austrian lowland rivers during summer and the heat wave 2–8 August 2013. The global radiation was included
as direct input, which lead to an improvement. It is shown, that both net short wave radiation and evaporation
are the most influential components under heat wave conditions and that both are subject to the influence of
shading by topography and vegetation. The forward propagation of measurement imprecisions of atmospheric
input parameters on simulated water temperature was calculated. The total model imprecision caused by
measurement errors of sky obstructing elements (+1.24/−1.40 °C) exceeds the error caused by measurement
errors of meteorological input parameters (+0.66/−0.70 °C). The most important sky obstructing elements
are vegetation height and vegetation density. A total model imprecision caused by measurement errors of
meteorological and shading input parameters is calculated with +1.90/−2.10 °C. While the errors caused
by meteorological input are expected much smaller under normal conditions, sky view reducing errors are
realistic or even underestimated.

Keywords: stream temperature simulation, energy balance, sensitivity, shade, vegetation, heat wave

1 Introduction

Water temperature influences the physical, chemical and
biological properties of rivers and therefore the habi-
tat of aquatic organisms (Davies-Colley and Quinn,
1998). Exposure to high water temperatures pose a
threat to aquatic life (Kalny et al., 2015; Matulla
et al., 2007; Melcher et al., 2014). To protect biological
diversity but also the ability of rivers to provide drinking
water, food and allow industrial use, it is important to
understand how stream temperature can be maintained
within the range of biological needs (Haag and Luce,
2008).

1.1 Stream temperature influences

Stream temperature is controlled by a multitude of fac-
tors. These factors include heat mass transfer such as the
addition or loss of water volume from surface and sub-
surface in- and outflows. Further the stream is warmed

∗Corresponding author: Heidelinde Trimmel, Institute of Meteorology,
University of Natural Resources and Life Science (BOKU), Peter-
Jordanstrasse 82, 1190 Vienna, Austria, e-mail: heidelinde.trimmel@
boku.ac.at

or cooled by the magnitude of the net heat fluxes act-
ing on the water volume, both on the air-water and
water-substrate interface (Caissie 2006; Garner et al.,
2014; Webb and Zhang, 1997). Channel morphology
and channel roughness also play a major role by in-
fluencing flow velocity and therefore defines the time
which is available for the energy changes to take ef-
fect, the area which is exposed to these changes and also
whether stratification or dispersion plays a role (Moore
et al. 2005).

In this paper the focus is on the atmospheric fluxes
acting on the energy balance at the river surface and the
influence of topography and riparian vegetation.

Net short wave radiation is a dominant energy flux
influencing river water temperature (Caissie, 2006;
Caissie et al., 2007; Hannah et al., 2008; Johnson,
2004). Increased incoming radiation can increase wa-
ter temperature and be caused by clear sky conditions,
high solar zenith angles, flat topography or vegeta-
tion removal (Theurer et al. 1984, 1985; Johnson and
Wilby, 2015).

Evaporation flux is the most significant factor in dis-
sipation of stream heat (Parker and Krenkel, 1969).
It is dependent on the difference between water and air

© 2016 The authors
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Table 1: Relative percentage of input (in) and output (out) and absolute magnitudes of energy flux components: comparison literature, own
simulations.

Hannah et al. 2008 Benyaha et al. 2012 Maheu et al. 2014 in this study
forest reach, Scottish Cairngorms Catamaran brook, New Brunswick, Canada Pinka, Eastern Austria

Aug 2008 22 May–6 Jun 2008 7–23 Jun 2008 2–11 Jul 2012 2–8 Aug 2013
% % % % % W/m2

Sw 85 in 98 in 73 in 70–100 in 69 in 114.4
Lw 58 out 75–79 out 25 in 36–54 out 6 in 9.39
Ev 42 out 21–25 out 100 out 31–46 out 100 out 130.8
Cv 0.3 in 2 in 3 in 15 out–23 in 21 % in 34.53
Cd 15 in – – 32 out-19 in 4 % in 6.56

temperature, wind speed – which is governed by the
roughness of the environment – and net radiation. Ripar-
ian vegetation has an influence on many microclimatic
parameters close to the river (wind speed, air humidity,
air temperature) and therefore also affects evaporation
(Rutherford et al., 1997). In particular a change in the
evaporative heat flux affects the cooling of rivers during
warmer summers (Caissie et al., 2007).

The sensible heat flux is related to evaporation, and
as long as evaporation is occurring, which is mostly the
case over water surfaces, this term stays small. Caissie
et al. (2007) found sensible heat flux represents between
6 % of output and 20 % of heat input. According to
Webb and Zhang (1997, 1999) the net value is 10 % of
the magnitude of evaporation. Brown and Barnwell
(1987) felt that the sensible heat term is negligible for
most stream temperature modelling applications.

Long wave radiation flux consists of the long wave
radiation emitted by atmosphere and land cover to-
wards the stream (positive) and the back radiation from
the stream (negative). The atmospheric component is
mainly dependent on air humidity, air temperature and
the height of cloud cover (Taesler and Anderson,
1984; Anderson et al., 1984). The land cover compo-
nent is dependent on the radiating surface area (Boyd
and Kasper, 2003). The emitted long wave radiation is
the second largest component in dissipating heat energy
from a stream (Parker and Krenkel, 1969). It is in-
fluenced mainly by water temperature, but also by the
openness to the sky. Riparian vegetation reduces the sky
view and thereby impedes radiation loss during cloud-
less nights leading to an increase of minimum stream
temperatures.

Generally atmospheric heat fluxes are known to be
significant in small lowland rivers (Łaszewski, 2013).

Conduction is estimated by (Moore et al., 2005) to
be 10 % of net radiation. Evans et al. (1998) suggests
conduction flux to be 15 % of total energy exchange.

An overview of the magnitudes of heat fluxes in
comparable studies is given in Table 1. While short wave
radiation is always the largest input and evaporation
always the largest output, the magnitude and direction
of long wave radiation and convection varies depending
on the season and period (Benyahya et al., 2012).

1.2 Modelling stream temperature

There are several approaches to simulate water temper-
ature. Water temperature can be predicted using statisti-
cal functions and be correlated to independent variables
(e.g. air temperature, water temperature of the previ-
ous days, or streamflow). These models are called re-
gression and stochastic models. According to (Erick-
son and Stefan 2000) 88 % to 95 % of the variations
in stream temperature can be predicted using air tem-
perature data if the watershed is large enough to enable
air-water interaction and there are no major subsurface
influences. Groom et al. (2011) found that stream tem-
perature is most strongly correlated to shade levels, fol-
lowed by reach length, stream gradient and changes in
upstream water temperature. Arismendi et al., (2014)
used 11–44 years of stream temperature data and found
that linear and non-linear regression models based on
air temperatures predict stream temperature well dur-
ing the periods used to develop them, but not during
other years. Correlations might be helpful to predict pat-
terns but do not implicate their causation. For example
air temperature and stream temperature are often closely
correlated but air temperature is not the primary driver
of stream temperature (Johnson, 2003; Webb and No-
bilis, 1997).

On smaller rivers it is preferable to use a determin-
istic model to better understand the physical forcing pa-
rameters that explain river temperature changes because
it quantifies the influencing energy components (Caissie
et al., 2007).

Sources of model prediction error can be related to
(1) parameter uncertainty, (2) parametric variability of
model input, (3) discrepancy or simplifications between
model and true physics, (4) measurement observation
errors, (5) interpolation uncertainties and (6) numerical
uncertainties caused by approximation (Kennedy and
O’Hagan, 2001). In this study we quantified prediction
errors associated with points (2), (3) and (4).

Sensitivity analysis evaluates how sensitive model
outputs are to changes in model input values. This can
provide an estimate of prediction uncertainty associated
with the chosen input parameters and their ranges.

Another method is inverse assessment of model un-
certainty and parameter uncertainty. The discrepancy
between the experiment and the mathematical model is
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estimated by finding more precise values of known pa-
rameters or the values of unknown parameters in the
model (calibration). This can be done manually or more
efficiently with newly available regularization software,
which is able to find unique solutions to ill-posed inverse
problems, as river systems are (PEST 2015).

Because imprecise parameterization is known to be
a major source of error for deterministic models, (Boyd
and Kasper, 2003) tried to achieve maximum robust-
ness when developing Heat Source by: (1) avoiding
parametrization in favor of an analytical methodology
that included all complex processes that affect riverine
dynamic thermal regimes – and (2) a high resolution of
input data to match the dynamic nature of stream tem-
perature.

Therefore the acknowledged limitations of the model
rather lie in the difficulty to obtain the precise input
according to Boyd and Kasper (2003).

To quantify these errors already the Independent
Multidisciplinary Science Team (IMST) (2004) rec-
ommended a sensitivity analysis of the major input vari-
ables included in Heat Source. Also their report advised
to publish the validity of Heat Source using indepen-
dently observed water temperature data.

Within the scope of the present study, the validity of
Heat Source will be tested using meteorological data and
stream water temperatures measured within this study in
summer 2013. The atmospheric heat fluxes of the East-
ern Austrian lowland river Pinka during heat wave con-
ditions will be simulated and analyzed. The sensitivity
of the model Heat Source towards meteorological inputs
will be tested and model inputs that cause significant un-
certainty in the output identified that should therefore be
the focus of attention if the robustness is to be increased
by further research.

2 Methods

2.1 Study period and region

For the validation of the model all available measure-
ment data between July and August 2013 was used. As
the focus of this study was to analyze the change in sum-
mer water temperatures caused by meteorological pa-
rameters the main temporal focus is on the 2–8 August
2013 (“study period”), a heat wave period in which a
new air temperature maximum for Austria was reached.
Also this corresponds to the time of main interest of
Holzapfel et al. (2015). The short time span and also
the time of year assures, that there are no significant
changes in vegetation cover, as it is the case in other
studies performed earlier in the season (Benyahya
et al., 2012).

The river Pinka, flows about 100 kilometers from
the Alps in Eastern Austria at 1480 meters above sea
level to the Hungarian plain, where it discharges into
the river Raab at 200 meters above sea level. The land-
use ranges from coniferous forest close to the source,

Figure 1: Study region: the river Pinka in Eastern Austria between
the two gauges Pinggau (federal state Styria) and Burg (federal state
Burgenland).

different agricultural and horticultural regions, as well
as housing areas. The “study region”, measured as the
kilometer distance of the river from the source (DFS) is
at DFS 26–48 km. This section has no major tributaries
(see Fig. 1) and a low slope (0.005 m m−1) and is the
region of main interest where the interrelation between
the riparian vegetation cover and water temperature has
been analyzed Kalny et al. (2015) and in more detail by
Holzapfel and Rauch (2015).

Here the river has an average wetted width of 7.60 m,
a maximum depth of 0.44 m, an average flow volume
of 0.55 m3/s and the average flow velocity is 0.40 m/s,
which represents a travel time of 15.69 hours through
the reach. A temporal, local influence of ground water
is possible (Pahr, 1984), but was not quantified within
this study, because the ground water level was not above
average within the study period.

Kalny et al. (2015) studied the relationship be-
tween the riparian vegetation cover and water temper-
ature in this reach and introduced the Vegetation Shad-
ing Index VSI, which describes the riparian vegetation
as an integral shading parameter, including vegetation
height, width and density as these are the incoming ra-
diation most influencing parameters (Holzapfel et al.
2013). The VSI ranges between 0 to 1. Full vegeta-
tion (VSI = 1) is defined as vegetation height more than
1.5 times river width and a dense vegetation width of
50 m left and right of the river bank, which is enough
to shade a river of this size at this latitude completely
during summer.

Shading varies within few meters significantly but
pattern of vegetation intensities can be differentiated
when looking at larger scales. Kalny et al. (2015) found
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that 3–8 km is the best spatial magnitude to explain
the influence of vegetation on water temperature at this
river size and 5 km is subsequently used for further
analysis. In this paper two 5 km reaches of minimum and
maximum VSI will be compared. The reach of minimal
shading, called “exposed reach”, is upstream of DFS
39 km, and has a VSI of 0.35. The average view to sky
(VTS) is 0.58. The reach with the most shade, called
“shaded reach”, lies upstream DFS 35 km. The VSI here
is 0.64. The mean VTS is 0.49.

Also two sites – referring to one sampling point or
simulation node – who are situated in those reaches will
be compared. The “shaded site” at DFS 35 km, has the
minimum VTS within the shaded reach (0.24), while the
“exposed site” at DFS 38 km has maximum VTS within
the exposed reach (0.84). Also the shading upstream the
exposed site is very low. The first 600 m upstream have
a VSI of 0, continued by 450 m with about 0.4 and then
again 0 for 1000 m.

2.2 Data collection and preparation for
simulation

Using the GIS-based application TTools (Boyd and
Kasper, 2003), the energy balance model Heat Source
version 9 (Boyd and Kasper, 2003; Garner, 2007) and
field data, the energy fluxes along the river, hydraulics
and water temperature were simulated along the Pinka.

The boundary conditions at the most upstream reach
of the river consist of hourly water temperature and
discharge data.

Water temperature was measured hourly with HOBO
Pendant Temperature/Light Data Logger 8K – UA-002-
08. Vertical and horizontal profiles were measured and
no relevant temperature gradients found and the water
temperature measured at the lower side of the river was
found to be representative for the water temperature
of the river at this point. Therefore water temperature
sensors were attached with chains to the side of the river.

The sensor can measure temperatures between −20
and 70° with an accuracy from +/−0.53 °C, a resolution
of 0.14 °C at 25 °C and has a response time of 5 minutes,
which is clearly smaller than the observation interval of
1 hour. Discharge data was obtained from the Hydro-
graphischer Dienst Österreich.

Inflows are defined by hourly water temperature and
discharge values. The discharge and water temperature
of the main inflows could be estimated using own mea-
surements. The water temperature data of the remaining
inflows was synthetizised using the daily fluctuations of
the boundary station adding a fixed offset depending on
the distance of the inflow to the boundary station.

Using TTools geographic coordinates and elevation
were sampled from the digital elevation model every
500 m along the river center line. Topographic shade
angles and gradient were also calculated.

Vegetation height, density, overhang were estimated
during field surveys by the Institute of Soil Bioengi-

neering and Landscape Construction and a georefer-
enced vegetation data layer produced with this informa-
tion (Kalny et al., 2015). This data layer was used by
TTools to extract the data necessary for Heat Source.
At each 500 m node along the river, seven transects ex-
tended from the river center out in star pattern in seven
different directions (NE, E, SE, S, SW, W, NW). Along
each transect the vegetation layer was sampled a total of
nine times with each sample being 5 m apart.

Finally various morphological inputs were compiled
from physical parameters sampled during field surveys
including the bottom width and the inclination of the
river embankment (between toe of slope and slope top).
The roughness parameter Mannings n was estimated
based on the type of river course (straight, bent, me-
andering), and the existence of longitudinal linings and
horizontal obstructions (adapted according to Chow,
1959). Hyporheic exchange was estimated with 1 % re-
ferring to Pahr (1984). All other sediment parameters
were fixed using values from Pelletier et al. (2006)
(sediment thermal conductivity 2 Wm−1 K−1, sediment
thermal diffusivity 0.0064 cm2 s−1, sediment hyporheic
thickness 0.1 m).

Porosity was estimated using the mean sediment size,
which was recorded during field surveys.

Global radiation, air temperature, air humidity and
wind speed was measured at a reference station located
at DFS 39 km 47 ° 16 ′ 11.055 ′′N 16 ° 13 ′ 47.892,′′ E,
300 m above sealevel. For global radiation measurement
a Schenk star pyranometer was used. Air temperature
and air humidity were measured with HOBO Pro v2
(U23-001). Meteorological data required for the simu-
lations were prepared for four locations along the river,
all using data from the reference station. For each 100 m
of elevation difference 0.43 °C was added to the air tem-
perature to account for the adiabatic lapse rate.

In the summer of 2013 the long- and short wave
radiation balance was measured using a Kipp and Zonen
Net Radiometer CNR4 for validation purpose.

Two light sensors were attached to concrete plates at
a horizontal and vertical fixed position. The plates were
put at the middle of the river bed to record the light
received in constant distance from the river bottom as
a measure for water turbidity.

2.3 Calculation of energy balance and stream
temperature

Using the model Heat Source version 9 the energy bal-
ance ΦTotal along the river is calculated:

ΦTotal = ΦEvaporation + ΦConvection

+ ΦLongwave + ΦSolar + ΦConduction (2.1)

where ΦTotal is the energy balance, ΦEvaporation the evapo-
ration flux, ΦConvection the convection flux, ΦLongwave the
long wave radiation balance all refering to the stream
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surface, ΦSolar is the short wave energy which is ab-
sorbed by the water column and ΦConduction the conduc-
tion flux. Positive values are directed towards the stream
and add heat, negative values cool the stream.

The stream temperature increase ΔT caused by ΦTotal
is calculated using:

ΔT =
ΦTotal ∗ dt(

A
Ww

)
∗ cH2O ∗ m

(2.2)

A is the crossectional area, Ww is the wetted
width, the cH2O is the specific heat capacity of water
(4182 Jkg−1*C−1), m the mass of 1 m3 water which is
998.2 kg.

The two main components which according to litera-
ture have the strongest influence on stream temperature
are short wave heat flux and evaporation, therefore these
are explained in more detail.

2.3.1 Short wave radiation and its extinction

The radiation above topography is originally calculated
by Heat Source using cloudiness values (Boyd and
Kasper, 2003). For this study we modified the model
source code to accept measured global radiation input
directly (see Chapter 3.3.1). The formulas and routines
used to calculate the reduction of the global radiation by
the geometries of topography and vegetation are based
on established formula which are adapted to the special
usage within Heat Source (Boyd and Kasper, 2003).

Shading is defined by four angles, which are calcu-
lated using the height and distance of topographic obsta-
cles to the river center: the sun elevation angle θs, the to-
pographic angle θt, the vegetation angle θv, and the bank
shade angle θb.

θt is calculated using the topographic angles sampled
by TTools from the digital elevation model for East,
South and West of the river center point. θv and θb are
calculated with:

θv = atan
(VH + BH

LD

)
(2.3)

and

θb = atan
(BH

LD

)
, (2.4)

where VH is the vegetation height and BH (bank height)
is the relative elevation from the stream to the land
surface and LD the distance from the river center to the
landcover sampling points.

If topographic shade is occurring the direct radiation
is blocked completely, the diffuse radiation above vege-
tation multiplied with the topographic factor TF, which
is the sum of the topographic angles North, South and
West of the river center divided by 3*90.

If vegetation shade is occurring direct radiation is
reduced, using a formulation of Beer’s law, depending

on vegetation density VD of each zone depending on
riparian extinction RE by the term ΦSolarExtinct :

RE = − log

(
1 − VD

10

)
; (2.5)

ΦSolarExtinct = 1 − exp

(
−RE ∗

(
LD

cos (rad (θs))

))
(2.6)

The diffuse radiation above vegetation is multiplied
with (1 − TF). The diffuse radiation below vegetation
is multiplied and thereby reduced with the view to sky
value VTS, which is calculated using the mean maxi-
mum θv of each of the seven directions multiplied with
the modified vegetation density VDmod:

VDmod = (max (θv) −max (θb)) ∗ VDave

+ max (θb) ∗
(

1
max (θv)

)
(2.7)

VTS = 1 −
(
max (θv) ∗ VDmod

7 ∗ 90

)
(2.8)

The VTS is also used to calculate the atmospheric
longwave radiation ΦLongwaveAtm and longwave radiation
emitted from vegetation ΦLongwaveVeg.

If bank shade is occurring, the direct radiation frac-
tion is reduced by the radiation entering in the affected
angles. The diffuse fraction is not concerned.

ΦSolar which is finally absorbed by the water column
is the amount of solar radiation entering the stream
ΦSolar_enter minus the amount that is absorbed in the river
bed and reflected.

2.3.2 Evaporation and convection

There are two options to calculate evaporation im-
plemented in Heat Source: Mass transfer and Pen-
man’s combination method. For Penman’s combination
method a set of well established empiric formula are
used, which take stream temperature and air tempera-
ture, net radiation and elevation above sea level as in-
put (Dunne and Leopold, 1978; McCutcheon, 1989;
Dingman, 2002; Cuenca, 1989) and can be found in
textbooks (Oke, 1987). The evaporation flux ΦEvaporation
is finally calculated using:

E =

((
ΦRad∗Δ

(ρ∗LHV)

)
+ Ea ∗ γ

)

(Δ + γ)
(2.9)

and

ΦEvaporation = −E ∗ LHV ∗ ρ (2.10)

where E is the evaporation rate [ms−1] (Dingman,
2002), ΦRad the sum of ΦLongwave and ΦSolar_enter, Δ the
slope of the saturation vapor vs. air temperature curve,
ρ is the density of water [kgm−3], LHV the latent heat
of vaporization [Jkg−1], Ea the aerodynamic evaporation
and γ is the psychrometic contant [mb°C−1].
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If there is vegetation cover, the vegetation height
VH is included in the calculation of the zero-plane dis-
placement Zd and the roughness height Z0 (Dingman,
2002 p. 594), which influence the friction velocity W’,
the wind function W f and aerodynamic evaporation Ea
(Shanahan, 1984):

Zd = 0.7 ∗ VH (2.11)

Z0 = 0.1 ∗ VH (2.12)

W ′ = W ∗ 0.4/ ln

(
(Zm − Zd)

Z0

)
(2.13)

W f = a + b ∗W ′ (2.14)

Ea = W f ∗ (es − ea) (2.15)

W is windspeed, Zm is the measurement height,
which is 2 m in this study. Different empirical con-
stants have been developed for the Penman method.
Here a = 1.51E−09 and b = 1.6E−09 are used (Dunne
and Leopold 1978). es is the saturation vapor pressure
and ea is the vapor pressure.

Convection is calculated from evaporation via the
Bowen ratio β.

β =
γ ∗ (T − Tair)

(es − ea)
(2.16)

ΦConvection = ΦEvaporation ∗ β (2.17)

where T is the stream temperature and Tair is air temper-
ature.

2.4 Model analysis

To quantify the sensitivity of the model to different heat
fluxes and meteorological input parameters, a sensitivity
analysis was performed. Each factor was increased to
110 % separately to show its influence on the heat fluxes,
the energy balance as such and water temperature (WT).
All shown values are averaged over the study period and
area. As vegetation is a known factor which influences
the magnitude of the atmospheric components of the
energy balance significantly no vegetation scenario V0
is used.

We also evaluated stream temperature response to
different scenarios of vegetation and topographic shad-
ing.

In this paper we use a sensitivity analysis to estimate
the forward propagation of reported measurement error
of meteorological and shading input parameter (e.g. veg-
etation height and density) on simulated water tempera-
tures.

The results will be summed up to estimate the max-
imum error caused by atmospheric influences (Weihs
and Webb, 1997).

To better understand the relationship between the
separate heat fluxes and their influencing parameters
VTS, and stream temperature correlations are calculated
for the whole river Pinka during July and August.

In addition to the sensitivity anlaysis we evaluate the
models application for Eastern Austrian lowland rivers
by comparing the model predictions for short wave radi-
ation, long wave radiation, and stream temperature with
our field measured data.

For model performance criteria we use the coefficient
of determination R2 and root mean square error, which
is given by

R2 = 1 −
∑
i

(Mi − S i)2

∑
i

(Mi − Mmean)2

and

RMS E =

N∑
i=1

(Mi − S i)2

N

where N is the total number of measured values, M
the measured water temperature, S the simulated water
temperatures.

2.5 Scenarios

To estimate the stream temperature response from differ-
ent shading elements the following scenarios are used:
No topography (T0), no river bank (B0), no vegeta-
tion (V0), maximum vegetation (V100) and current con-
dition (STQ).

STQ uses all observed and derived data for vegeta-
tion, bank shade, and topography as described above.

For T0 the topographic angles θt are set to 0, while
river bank and vegetation are not changed.

For V0 all vegetation parameters (vegetation height,
density and overhang) were set to 0 and thereby the
vegetation angles θv reduced to 0. V100 is defined with:
30 m height, 90 % vegetation density and 8 m overhang.
River bank and topography are not changed.

B0 is approximated by increasing the elevation of the
stream to the elevation of the surrounding topography to
reduce the bank shade angle θb to 0. Topography and
vegetation are not changed.

3 Results

3.1 Estimation of model sensitivity to input
parameter variability

3.1.1 Quantification of influences caused by mass
transfer and heat fluxes

We start with a brief overview of the mass transfer and
heat flux factors affecting the water temperature of the
river Pinka. Mass transfer is the influence of advection,
mixing and dispersion.

The mean initial water temperature at the upstream
model boundary is 16.15 °C. Because the water tem-
perature at the study site is strongly influenced by the
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water temperature at the upstream model boundary, we
test how the imprecisions in instrument measured flow
and stream temperature at the model boundary affect
the simulated water temperature. Flow volume has a
data resolution ±0.01 m3/s and water temperature itself
a data precision of ±0.53 °C. A change in flow volume
within the data resolution leads to a temperature change
in +/−0.04 °C. The model variation caused by the for-
ward propagation of water temperature changes is cal-
culated with +0.025 °C, the minus error with −0.024 °C.
Laboratory measurements showed, that the precision of
the water temperature sensor is much better (< 0.1 °C)
if water temperature is below 25 °C and changing less
than 1 K per hour, as it is the case close to the source.
If the maximum possible measurement error range and
no potential errors related to the model are assumed this
might result in a +/−0.07 °C model variation caused by
the upstream boundary water temperature input.

The influence of mixing with tributaries on the mean
water temperature is shown using two simulations. First
the river is simulated without tributaries. The mean wa-
ter temperature at the study region is 24.6 °C. In the sec-
ond simulation tributaries are added. A mean water tem-
perature reduction in the study region of 2.3 °C is pro-
duced by this change. This reduction is a measure for the
temperature change that can be caused by tributaries.

Dispersion influences caused by river geometry have
been calculated according to (Boyd and Kasper, 2003)
and are negligible in this case (< 0.01 °C). Heat loss by
friction is small due to the average elevation gradient
of 0.005 mm−1 which calculated according to Theurer
et al. (1984) and Webb and Zhang (1997) amounts to
about 3.28 Wm−2.

The water temperature difference between the up-
stream model boundary and the study area without
taking account of inflows amounts to 6.18 °C and is
caused by the net heat flux (Bal) from the upstream
model boundary to the study region and is composed
of the influence of short wave radiation (Sw), long wave
flux (Lw), conduction (Cd), convection (Cv) and evapo-
ration (Ev) – as described in equation (2.1).

The 6.18 °C gained are a result of the balance of all
heat fluxes. The separate heat fluxes short wave radiation
and evaporation are five times of this magnitude.

For the study period and region the sum of the mean
inputs is 165 Wm−2 (short wave flux 114 Wm−2 – 69 %,
convection 35 Wm−2 – 21 %, long wave radiation flux
9 Wm−2 – 6 %, conduction 7 Wm−2 – 4 %) is reduced by
the mean outputs of 131 Wm−2 caused by evaporation
(Table 1). The resultant mean energy balance acting on
the river is 35 Wm−2.

The dominating energy fluxes in this region and time
period are short wave radiation flux, which is always
positive and can reach a maximum of 741 Wm−2 at mid-
day and evaporation flux, which is negative and can
reach a minimum of −697 Wm−2 at midday. Conduc-
tion flux is oscillating between 58 Wm−2 maximum dur-
ing the day and −51 Wm−2 minimum at night. Long

wave flux is oscillating between maximum 70 Wm−2

during the day and minimum −53 Wm−2 at night. Con-
vection is mainly positive with maximum around mid-
day 252 Wm2 and a minimum at −155 Wm−2.

For most heat fluxes these results are representative
also for the whole river and July/August 2013. Only
long wave radiation and convection differ clearly be-
tween upstream and downstream, because they are in-
fluenced by water temperature, which increases from
the source to the mouth. Long wave radiation balance
shows this clearly in its correlation with stream temper-
ature (R2 = 0.94 for July and August 2013, river Pinka).
Convection shows a similar distribution along the river
like long wave radiation and is also correlated to water
temperature, though not so strong.

3.1.2 Sensitivity of model to atmospheric heat
fluxes and meteorological input parameters

To quantify the sensitivity of the model to different heat
fluxes and meteorological input parameters, a sensitivity
analysis was performed, increasing each factor to 110 %.

A change in net short wave radiation and evaporation
effects the energy fluxes most (Fig. 2A). This is reflected
in the water temperature change (net shortwave radiation
+0.82 °C, evaporation −0.62 °C) (Fig. 2B). Convection
causes +0.15 °C, but neither 10 % increase in long wave
radiation flux nor conduction affect water temperature
more than 0.01 °C (Fig. 2B).

The model is most sensitive to a 10 % increase in
the meteorological input factor air temperature, which
can cause an increase in the energy balance of 23 %
(Fig. 3A) or an increase in water temperature of 1.39 °C
(Fig. 3B). The second most influential factor to a 10 %
increase is long wave radiation from the atmosphere
(+0.78 °C), followed by global radiation (+0.69 °C) and
air humidity (+0.29 °C) (Fig. 3B). Wind is the least
sensitive parameter and reduces the water temperature
slightly (−0.03 °C) (Fig. 3B).

3.1.3 Riverine influences to reduce atmospheric
heat fluxes

All atmospheric heat fluxes are reduced depending on
the openness to the sky of the studied reach. As the view
to sky increases short wave radiation and evaporation
increase in magnitude (Table 2, Fig. 5). Conduction
also increases. Long wave radiation on the other hand
decreases. Convection increases until a VTS of 0.61 is
reached and decreases again for higher values.

This is also reflected in their correlation to the VTS
value (2.7) (2.8), which is strong for net short wave
radiation (R2 = 0.89) and evaporation (R2 = 0.91)
(see Fig. 4). Also long wave radiation shows a clear
correlation (R2 = 0.8), which is better for areas of
similar water temperature (R2 = 0.96 for shaded reach).
Also for convection a correlation can be distinguished.

Topography and vegetation influence VTS, radiation
balance and evaporation (2.3–2.15).

The influence of topography on water temperature
was calculated as 0.44 °C for the study region, the influ-
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Figure 2: Influence of a 10 % increased of separate heat fluxes (Cv convection, Ev evaporation, Lw long wave radation, Sw short wave
radiation) on (A) heat fluxes and (B) water temperature difference compared to “no changes” for study region and period, shading scenario:
no vegetation (V0).

Figure 3: Influence of a 10 % increase of meteorological parameters on (A) energy balance (Cd conduction, Cv convection, Ev evaporation,
Lw long wave radiation, Sw short wave radiation, Bal balance) and (B) water temperature difference to “no change” for study region and
period, shading scenario: no vegetation (V0).

ence of the river bank with 0.31 °C (Fig. 5B). If there is
vegetation the influence of topography on water temper-
ature is less. The difference in predicted water temper-
ature between V0 and the existing vegetation scenario
(STQ) amounted to 1.68 °C and to 3.81 °C in the case

of scenario V100 (Fig. 5B). The heat fluxes which are
affected most by vegetation changes are short wave ra-
diation flux and evaporation (Fig. 5A).

As a more realistic example two reaches are analyzed
using their actual vegetation cover.
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Table 2: Influence of shading scenarios on view to sky (VTS) and
heat fluxes at the river surface – convection(Cv), conduction (Cd),
evaporation (Ev), long wave radiation (Lw) and short wave radiation
heat flux (Sw).

VTS Cv Cd Ev Lw Sw

B0 1.00 30.1 14.8 −237.6 4.3 241.3
T0 0.90 32.2 13.6 −222.4 4.1 224.0
V0 0.90 37.3 12.3 −202.3 8.1 197.6
STQ 0.61 38.8 7.7 −138.5 11.3 122.8
V100 0.29 30.0 1.9 −72.9 15.7 46.5

Figure 4: Correlation between evaporation flux and view to sky for
study period and region.

The simulation of the heat fluxes estimates the en-
ergy balance at the shaded reach lower by 7 Wm−2 com-
pared to the exposed reach on average (see Fig. 6A).
At the shaded site the energy balance is negative with
1.5 Wm−2, which is 58 Wm−2 lower than at the exposed
site.

The temperature rise caused by the different heat
fluxes within this reach (Fig. 6B) is calculated using
formula (2.2). In both cases the short wave radiation
flux is the dominating input, the dominating heat loss is
evaporation leading to a water temperature change in the
magnitude of about 0.8 °C within the reach (Fig. 6B).

Water transmissivity is another factor affecting the
short wave radiation balance. The more short wave radi-
ation is absorbed by the river, the more energy is avail-
able to heat the water. Transmissivity can be reduced af-
ter strong rainfalls, when mud is dissolved in the water.
Simulations for possible turbidity scenarios were com-
puted for the studied river during July and August and
predicted a maximum possible influence of turbidity be-
tween 0.002 °C and 0.23 °C. Also it became apparent
that turbidity is only a relevant factor after rainfall. Dur-
ing low flow conditions and heat wave situations as an-
alyzed here this it not the case, therefore it will not be
included in the calculation of the total uncertainty.

3.2 Forward propagation of meteorological
and shading input imprecisions

The value of short wave radiation flux measured at the
river surface is influenced by global radiation sensor
measurement errors and, to a greater extent, from shad-
ing by vegetation or topography. Topographic and vege-
tation shading elements influence all other energy fluxes
as well.

Long wave radiation from the stream is mainly de-
fined by water temperature. Atmospheric long wave
radiation is a function of air temperature and cloudi-
ness, which influences the atmospheric emissivity. In the
present study cloudiness, which was only used to calcu-
late atmospheric emissivity, was fixed at the value 1.

Evaporation is the main cooling factor. Since the
Penman method includes more additional parameters
than the mass transfer methods, which are of impor-
tance for energy balance we choose to use the Penman
method. In our case the use of the simplified mass trans-
fer method to calculate evaporation led to larger differ-
ences to the measurement results (see Fig. 7). The Pen-
man method on the other hand gives more possibilites to
include imprecisions via observation errors. Net radia-
tion at the river surface, in additional to air temperature,
air humidity and windspeed, is needed for the calcula-
tion. Measurement error ranges have to be considered
for each parameter. Net radiation is strongly dependent
on shading factors, which have been covered above.

Convection is a relevant contributor of heat input. It
is directly related to evaporation (2.16), (2.17) and thus
object to the same errors.

The model’s sensitivity towards meteorological and
shading parameters within their maximum data impre-
cision was tested (Table 3). Here the existing vegetation
and topography scenario (STQ) was used, to evaluate
the realistic imprecision in water temperature caused by
atmospheric inputs.

Air temperature changes of ±0.2 °C, relative humid-
ity changes of ±3.5 % (if < 10 % or > 90 %: ±4.5 %),
windspeed changes of ±0.3 m/s and global radiation
changes of ±5.25 % were simulated. Variations of air
temperature in this range leads to a maximum water tem-
perature change of +/−0.1 °C. Changes in air humidity,
wind speed and global radiation cause changes in wa-
ter temperature of +0.233/−0.240 °C, +0.089/−0.117 °C
and +/−0.201 °C respectively.

The influence of cloudiness on the calculation of
atmospheric emissivity was tested by setting it to 0
and then to 1. The difference in the simulated mean
water temperature between these two simulations at
the study period and region is 0.078 °C. Global ra-
diation is effectively reduced by shading. Also shad-
ing elements reduce sky view which plays an impor-
tant role in all other atmospheric heat fluxes. Therefore
also the effect on predicted water temperature caused
by the input parameter relevant for topographic (rel-
ative elevation ±1 m, bottom width ±1 m) and vege-
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Figure 5: The influence of different shading scenarios: no topography (T0), no river bank (B0), no vegetation (V0), current conditions
(STQ), full vegetation (V100) on (A) water temperature and (B) heat fluxes (Cd conduction, Cv convection, Ev evaporation, Lw long wave
radiation, Sw short wave radiation, Bal balance) averaged for 2–8 August 2013, study region.

Figure 6: (A) heat fluxes (Cd conduction, Cv convection, Ev evaporation, Lw long wave radation, Sw short wave radiation, Bal balance) and
(B) water temperature change caused by heat fluxes calculated at exposed and shaded sites and reaches of 5 km, 2–8 August 2013, scenario:
STQ.

tation shade (vegetation height ±5 m, vegetation den-
sity ±20 %, overhang ±1 m) are tested within their data
precision. A change in the relative elevation results
in +0.168/−0.211 °C. Changes in bottom width, veg-
etation height and overhang cause changes in water

temperature of +0.257/−0.298 °C, +0.367/−0.377 °C,
+0.436/−0.463 °C and +0.010/−0.047 °C respectively.

A total error caused by measurement errors of the
meteorological and shading input parameters is calcu-
lated with +1.901/−2.095 °C (Table 3).
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Table 3: Estimation of error in simulated water temperature caused by measurement errors of the meteorological and shading input
parameters.

max. data imprecision plus error [°C] minus error [°C]

air temperature +/−0.2 °C 0.101 −0.102
relative humidity +/−3.5 %, > 90 %: +/−4.5 % 0.233 −0.240
wind speed 0.3 m/s 0.089 −0.117
global radiation +/−5.25 % 0.201 −0.201
cloudiness +/−50 % 0.039 −0.039
sum meteorological input 0.663 −0.699

relative elevation +/−1 m 0.168 −0.211
bottom width +/−1 m 0.257 −0.298
vegetation height +/−5 m 0.367 −0.377
vegetation density +/−20 % 0.436 −0.463
vegetation overhang +/−1 m 0.010 −0.047
sum shade 1.238 −1.396

total sum 1.901 −2.095

Figure 7: Comparison between mean water temperature for simula-
tion with evaporation method Mass transfer and Penman, as a func-
tion of the river distance to the mouth 2–8 August 2013.

3.3 Comparison with measurements

3.3.1 Radiation balance

Heat Source calculates global radiation above topogra-
phy using astronomical data and cloudiness values. To
test the precision of this approach after the first Heat
Source simulation runs also simulations with the ra-
diation model LibRadtran (Mayer et al., 2015) were
performed to calculate the global as well as the direct
and diffuse radation on a reference day. Those simula-
tions were compared to the global radiation measured
at the reference station, which was not shaded by to-
pography nor vegetation, and the Heat Source calcula-
tions of global radiation above topography. The simu-
lations showed, that Heat Source and LibRadTran gen-
erally performed well in estimating the global radiation
above topography with R2 > 0.999 and a RMSE of 50.1
and 41.9 Wm−2 respectively.

Figure 8: Comparison for clear sky maximum zenith: Measure-
ment with Schenk starpyranometer, simulation libradtran1.4 (afglus)
tau = 0 (15 June 2013), the Heat Source original code and adapted
code (2 July 2013).

Because we had measured global radiation data we
opted to modify the Heat Source code so that the mea-
sured data could be input directly into the model calcu-
lations instead of being derived using cloudiness data.
The code modification yielded an improvement to the
surface short wave predictions.

While the original code resulted in a mean differ-
ence of 53.1 Wm−2 ( 5.7 %, RMSE 57.9 Wm−2) and
the modified code using direct global radiation input
showed a mean difference of 15.0 Wm−2 (1.6 %, RMSE
21.2 Wm−2) (Fig. 8).

The long and short wave radiation from the at-
mosphere and the stream was measured unobstructed
next to the reference station, about 1 m above the wa-
ter surface and compared to the corresponding values
calculated by Heat Source (see Fig. 9). The RMSE
between measured and simulated long wave radiation
from the atmosphere (21.04 Wm−2) and from the stream
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Figure 9: Long and short wave radiation balance at DFS 39 km on the 28 July 2013.

(33.10 Wm−2), which is about 5 % to the measured val-
ues. The reflected short wave radiation was about 3.82 %
of the incoming short wave radiation.

3.3.2 Water temperature

The correlation between the simulated and measured
water temperature is calculated at five different stations
of different vegetation shade, which amongst others
have been featured in Holzapfel and Rauch (2015).
The adapted Heat Source version gives good correla-
tions for situations with all vegetation intensities (Ta-
ble 4).

The calculated water temperatures of the original
and changed code were compared for daily values of
July and August 2013 at DFS 39 km. The changed
code showed slight improvement regarding their corre-
lation to the measurements for maximal (max), mini-
mum (min) and mean water temperatures (original code:
max R2 = 0.91, min: R2 = 0.91, mean: R2 = 0.96,
incl. changes: max: R2 = 0.92, min: R2 = 0.91, mean:
R2 = 0.96). Consequently the changed code was used.

For the reference region and period we obtained a
root mean square error RMSE of 0.84 °C (and a standard
error of estimate SEE of 0.85 °C) for the adapted code.

Also the heat wave at the beginning of August 2013
is pictured well with the model (Fig. 10). The peak air
temperature of 37.508 °C was reached at 1400 MEZ
8 August 2013 at the reference station. The error bars
indicate the total error caused by measurement errors

of the meteorological and shading input parameters (Ta-
ble 3) as described in Chapter 3.2. The air temperature
showed an increasing trend of 0.48 during the period
2–8 August 2013. At the same time the mean measured
water temperature in the study region and period has a
slope of 0.28. The simulated water temperature has only
a slightly lower slope of 0.26 (see Fig. 10). In the night
from 5 to 6 August the simulated values differ strongly
from the measurement and don’t even reach them with
their error bars. This is caused by increased discharge
following rainfall.

4 Discussion

4.1 Comparison with measurements

The reflected short wave radiation measured in this
study was about 3.8 % of the incoming amount. This
value agrees with the 3 % reported in literature (Ben-
yahya et al. 2012; Caissie et al. 2007; Sinokrot and
Stefan, 1993).

In this study a difference of 5 % between mea-
sured and simulated long wave radiation is calculated.
Benyahya et al. (2012) calculated long wave radiation
with a precision of 3 %.

Sinokrot and Stefan (1993) showed that a deter-
ministic model is able to simulate hourly water temper-
atures with a precision of 0.2 to 1 °C standard error of
estimate (SEE). For a reach comparable to Pinka and
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Table 4: Correlation and RMSE between Measurements and Simulation results during July/August 2013, Vegetation Shading Index average
5000 m upstream (VSI 5000), view to sky (VTS) at the measurement station.

DFS 31 km 35 km 37 km 39 km 48 km

VSI 5000 0.49 0.64 0.50 0.35 0.65
VTS 0.38 0.42 0.60 0.79 0.37
time span 1 Jul–25 Aug 14 Jul–25 Aug 1 Jul–25 Aug 1-27 Jul 4 Jul–25 Aug
R2 of WT max 0.92 0.92 0.86 0.90 0.87
R2 of WT min 0.91 0.87 0.89 0.91 0.89
R2 of WT mean 0.96 0.95 0.95 0.96 0.90
RMSE 0.8 °C 0.7 °C 0.95 °C 0.93 °C 1.24 °C
STDV of RMSE 0.36 0.28 0.59 0.63 4.97

Figure 10: Measured air and stream temperature, simulated stream temperature (incl. error bars at minima and maxima) and trend lines for
2–8 August 2013, mean for the study period and region.

the timespan of this study the SEE was 0.32 °C. Mac-
donald et al. (2003) reported the difference in observed
and predicted weekly mean water temperature from for-
est harvesting ranged from 0.5 to 3.86 °C. Caissie et al.
(2007) calculated for the years 1995–1999 a RMSE
of 1.55 °C the Little Southwest Miramichi River, and
1.61 °C for the Catamaran Brook, which is more compa-
rable to the Pinka. For summer 1999, which had air tem-
peratures above-average and relatively low discharge,
the model performed better (Caissie et al., 2007). Haag
and Luce (2008) reported a RMSE from 0.65 °C to
1.14 °C from 1 January to 1 September 2003 for the
much larger river Neckar (mean 140 m3/s) using the
model LARSIM-WT. In our study for the stations within
the study area in July/August R2 ranged between 0.86

and 0.96, the RMSE between 0.7 °C and 1.24 °C, for the
study period the mean RMSE is 0.84 °C. Therefore Heat
Source is a valid model for simulation of summer water
temperatures in Austrian lowland rivers during low flow
conditions.

4.2 Model Sensitivity

The model’s sensitivity towards meteorological input
parameters within their data precision was tested. All
sensor error ranges are assumed at their maximum and
are comparable to other studies in this field (Leach and
Moore, 2010). Under average conditions a much better
precision is expected.
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In this study the stream temperature change associ-
ated with relative humidity measurement error is esti-
mated to be +/−0.2 °C (Table 3). The model is very sen-
sitive to changes in the atmospheric input parameter air
temperature (Fig. 3B). However, air temperature sensors
are very accurate resulting in simulated stream temper-
ature changes of +/−0.1 °C (Table 3). Apart from mea-
surement errors air temperature and humidity also local
differences along the river might be not captured precise
enough. Only one climate station was used to obtain air
temperature and humidity data for a whole study reach.
This is a common practice in comparable studies though
(Story et al., 2003; Hannah et al., 2008). Caissie et al.
(2007) found their model to be not so sensitive to rel-
ative humidity, so that average values of an airport sta-
tion 76 km distant were used with only an RMSE in-
crease in the simulated water temperature of less than
0.09 °C. Also Benyahya et al. (2012) found, that data
from a remote meteorological station can be easily trans-
ferred to calculate heat fluxes of a stream.

Keeping all this in mind the heat period 2–8 August
caused by increasing air temperature is pictured well.

Measurement errors in solar radiation sensor input
can cause about +/−0.2 °C change in simulated water
temperature (Table 3). Apart from the sensor error, solar
radiation measurement data has the ability to produce a
rather large error, because it is much more spatially dif-
ferentiated than air temperature and air humidity, there-
fore attention has to be given to the correct measuring
position. Imprecisions are mainly results of shading in-
fluences (Benyahya et al., 2012). Therefore in the cur-
rent study radiation was measured at an open site, un-
obstructed by shade. The extinction of solar radiation is
calculated using vegetation and topographic shade pa-
rameter.

The influence of the wind sensor imprecision is
rather small with +/−0.1 °C change in stream temper-
atures (Table 3). Although the model is least sensitive
to wind speed changes within sensor precision here er-
rors of larger magnitude are possible. Windspeed can
vary significantly within riparian microclimates with
high vegetation cover and may not be representative to
be measured at a single site according to Leach and
Moore (2010). In the current study wind speed was
measured at an open site. The wind speed reduction
caused by vegetation is calculated.

The main difficulty regarding calculation of wind
speed reduction is obtaining the correct roughness
length Z0, which controls the wind function (2.14).
Roughness of the surrounding area is not uniform and
differs strongly from the source to the mouth. Heat
Source is using vegetation height to calculate Z0 (2.12).
This is a reasonable approach, but leaves the problem
how to obtain the correct vegetation height. Addition-
ally the height and inclination of the river bank, which
might have a considerable influence on Z0, varies and
is difficult to sample. Hence also the precision of wind
speed is controlled by the precision of land cover and to-

pography input. Exceptionally, in this study these values
were obtained.

As in this study net short wave radiation and evapo-
ration flux are the two most influential heat fluxes and
both are influenced by the openness of the river to the
sky, which is defined by vegetation cover and topogra-
phy, those influences are investigated as well. The effect
of the input parameter relevant for shade on water tem-
perature are tested within their data precision. All er-
ror ranges are average values. The total water temper-
ature sensitivity caused by vegetation and topography
measurement errors is +1.24/−1.40 °C. The model ac-
curately predicts measured fluxes. For the calculation of
long wave radiation though, in this study a fixed cloudi-
ness is used to calculate atmospheric emissivity. Also
here the forward propagation of this error on water tem-
perature, was calculated with +/−0.04 °C. The total wa-
ter temperature sensitivity caused by the measurement
errors of meteorological input is +0.66/−0.70 °C. The
maximum error of the water temperature measurement
at the reference region is +/−0.53 °C. Taking into ac-
count the observed daily water temperature amplitudes
of 3.6 to 5.2 °C the errors caused by the input impreci-
sions are acceptable.

4.3 Magnitude of atmospheric heat fluxes
during heat wave conditions

Stream temperature is dependent on many factors. If
only the temperature change caused by heat fluxes and
not by mass transfer is considered in literature many
studies agree that the meteorological heat fluxes short
wave radiation and evaporation are dominant in gen-
eral (Sinokrot and Stefan, 1993; Caissie et al., 2007;
Webb et al., 2008).

Also in this study, short wave radiation is found to be
responsible for 69 % of the energy balance inputs during
heat wave conditions for a river of diverse vegetation
cover and average 0.55 m3 s−1 discharge. The net short
wave radiation amounts to 114.4 Wm−2 on average and
reaches 740.8 Wm−2 as maximum value.

In this study an exceptional heat wave situation is
presented, which is outlined by high minimum and max-
imum air temperatures. High minimum air temperatures
limit radiative cooling at night, also higher air tempera-
tures increase the sensible heat flux from the atmosphere
towards the river. As warmer air can take up more mois-
ture, also evaporative heat flux is affected.

Convection and long wave radiation are on average
additional heat inputs (9.4 and 34.5 Wm−2), but also can
be heat outputs from the stream to the atmosphere. Also
it is found that the main output is attributed to evapora-
tion, which is 130.8 Wm−2 on average, and 697.2 Wm−2

maximum.
The turbulent heat fluxes evaporation and convec-

tion are dependent on the evaporation method used. The
Penman combination method, which uses the net radi-
ation at the surface of the river as input, gives more
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importance to local shading. This leads to larger evap-
orative and convective fluxes in this study as well as to
cooler water temperatures than in studies using the mass
transfer method (Johnson, 2004; Hannah et al., 2008;
Maheu et al., 2014).

Fritschen and van Bavel (1962) measured a max-
imum latent heat flux of approx. 500 Wm−2 over thin
open water surfaces. Oke (1987) cites an annual aver-
age latent heat flux of 98 Wm−2 for all oceans.

However, turbulent heat fluxes can be limited, to an
order of magnitude lower than net radiation on sunny
days, due to lack of ventilation e.g. in forested environ-
ments. Under these circumstances heating effects of sen-
sible heat and the cooling of latent heat flux tend to can-
cel. This can also be the case in clear-cuts or after wild-
fires when only defoliated trees are left in deep and nar-
row channels with bank sheltering (Moore et al., 2005;
Leach and Moore, 2010). Especially at wind and sun
exposed situations high evaporation values are likely. In
the current study there is enough ventilation to enable
evaporation of larger magnitude.

E.g. Benyahya et al. (2012) found evaporation to
cause 100 % of heat outputs and short wave radiation
flux 71 % of inputs 7–23 June 2008 for a smaller trib-
utary in Canada (Table 1). Hannah et al. (2008) found
evaporation to be the only non radiative energy balance
output during spring and summer in a Scottish forest
river.

As the evaporation calculation depends because of its
complexity on empirical coefficients (Deutscher Ver-
band für Wasserwirtschft (DVWK), 1996), some
improvement might have been achievable by fitting them
to the study situation, which lies however outside the
scope of this study.

Long wave radiation in some publications is also
named as relevant output of the same magnitude as
evaporation (Marcotte and Duong, 1973; Morin and
Couillard, 1990). In the current study on the contrary
it is part of the average heat input to the stream (6 %).

Convection on the other hand is called negligible
in some studies (Brown and Barnwell, 1987) and
here is with 21 % of the input definitely not neglegible.
Convection is generally only small on average. It alter-
nates between positive and negative values, depending
on the direction of the air temperature – stream temper-
ature difference and is mainly responsible for variations
in stream temperature (Caissie et al., 2007). The high
air temperatures compared to the river temperature, as
found during heat wave conditions, affect Bowen ratio
and convection heat flux.

Both long wave radiation and convection are corre-
lated to water temperature, which increases from the
source to the mouth. Close to the source, where water
temperature is cold compared to air temperature during
summer, the water is warmed by the atmosphere and
the long wave radiation balance is positive. Close to the
mouth this is reversed. On average for the whole river in
July and August 2013 the long wave radiation balance
is negative with −2.86 Wm−2. During the study period

and region otherwise it is positive with 11.24 Wm−2 for
the same river. This can be explained with the high min-
imum air temperatures of 18 °C on average within the
study region and period. Air temperatures drop on aver-
age only 4 °C below stream temperature at night while
during the day they exceed stream temperature for more
than 11°. Long wave emission from the atmosphere at
night is still high and the long wave radiation emitted
from the stream at night can not compensate the to-
tal radiation input received during day and instead adds
9.39 Wm−2 to the energy balance on average.

4.4 Reduction of atmospheric heat fluxes
influencing stream temperature

In literature the influence of changing atmospheric heat
fluxes on water temperature is pictured e.g. by the com-
parison between reaches who are exposed to solar radia-
tion or reaches shaded by forests. While minimum daily
temperatures show only small changes (about 1 to 2 °C),
summer daily temperatures ranges can increase from 1
to 3 °C after logging to 7 to 8 °C (Moore et al., 2005).
Maximum temperatures have the potential to show the
highest increases e.g. up to 13 °C (Moore et al., 2005).
Cole and Newton (2013) e.g. measured 1–3 ° daily
maxima temperature increase before harvest and 3.8 °C
after harvest in 1800–2600 m long reaches with about
0.01 m3/s discharge.

Groom et al. (2011) found an average stream temper-
ature difference of 0.7 °C post-harvest in private forests
in Oregon. The observed range was between −0.9 and
2.5 °C. If shading is underestimated compared to ob-
served conditions the maximum stream temperatures
tend to be overestimated (Rutherford et al., 1997) be-
cause vegetation absorbs incoming short wave radiation
and thereby reduces water temperature maxima during
cloudless summer days. In a small tributary of average
1.2 m width and low flow condition (0.01-0.015 m3/s),
a daily maximum water temperature rise from 7 to
24° caused by removal of canopy was simulated within
560 m by Rutherford et al. (1997) on a sunny day.
Johnson (2004) also found a strong reduction of max-
imum water temperatures (−3.9 °C) even on a 200 m
reach caused by shading, but also mean temperatures
were reduced for 0.7 °C in this short distance.

In the current study the maximum influence of river
bank, topography and vegetation on maximum water
temperature for a 5 km reach and 0.55 m3/s discharge
during heat wave conditions was simulated with 0.36,
0.51 and 4.89 °C. Mean water temperatures increased
for 0.30 °C, 0.41° and 3.60 °C. Holzapfel and Rauch
(2015) found a +3.1 °C difference in measured daily
mean maximum water temperature between beginning
and end of 4 km unshaded areas (DFS 35–39) followed
by a −3.2 °C difference between beginning and end of
9 km more shaded areas (DFS 39–48) within the study
region and period. Daily water temperature ranges were
simulated with 4.29 °C average for the study period
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and region. Holzapfel and Rauch (2015) found diur-
nal ranges of 3.5 °C for different vegetation stands and
6.7 °C unshaded areas during summer.

5 Conclusion

In this paper we demonstrated the deterministic model
Heat Source can accurately predict heat fluxes and is a
valid model to use for stream temperature predictions in
Eastern Austrian lowland rivers during the summer and
heat wave periods.

The most influential and sensitive energy fluxes in
Eastern Austrian lowland rivers during summer heat
wave periods are net short wave flux and evaporation.
Sensor error ranges of meteorological input global radi-
ation and relative humidity can cause the most impre-
cision in simulated water temperature, therefore the in-
clusion of measured global radiation as a direct input,
instead of being calculated within the model, can lead to
an improvement in the simulated water temperature.

To model riverine temperature using a deterministic
model like Heat Source high resolution input parame-
ters are necessary. As the flow velocity and depth play
an important role for stream temperature, morphologic
parameters such as bottom width and the Mannings n
roughness are crucial for good model results and have to
be chosen with care. Also local shade parameters have to
be included as precise as possible. For further research
extensive use of remote sensing data, especially to ob-
tain shading parameters, is recommended. Field comple-
tion surveys remain necessary in any case though. Mete-
orological input on the other hand already was available
in a very rough resolution (one reference station), a fact
which didn’t impede valid results. This was also true for
simulation tests performed using a meteorological sta-
tion which was not directly positioned at the riverbank
but 50 m orographically right. If no data sets as here are
available linear and non-linear regression models based
on air temperature, water temperature of the previous
days or streamflow are helpful to predict stream tem-
perature patterns.

All energy fluxes are influenced by reduction of sky
view. Errors caused by imprecise representation of sky
view exceed the error caused by meteorological in-
put measurement errors. The most important sky ob-
structing elements are vegetation density and vegetation
height. While the model imprecisions caused by mea-
surement errors of meteorological input are expected
much smaller under normal conditions, the imprecisions
in sky view reducing parameters are realistic or even un-
derestimated. A total model imprecision caused by the
measurement errors of meteorological and shading in-
put parameters is calculated with +1.901/−2.095 °C. The
influence of existing vegetation on mean water temper-
ature in the study region and period was simulated with
1.68 °C and 3.81 °C in the case of a maximum vegeta-
tion scenario

This demonstrates that vegetation has a signficant
influence on stream temperature.
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7 Abbreviations

S Simulation, M Measurement
Heat fluxes: Cv convection flux, Cd conduction flux,
Ev evaporation flux, Sw short wave radiation flux,
Lw long wave radiation flux
Bal: energy balance
Climate input: glorad global radiation, lwatm atmo-
spheric long wave radiation, airtemp air temperature,
airhum relative air humidity, windsp wind speed
Scenarios: T0 no topography, STQ current conditions,
V0 no vegetation, V100 maximum vegetation, B0 no
river bank
VSI: Vegetation Shading Index
VTS: view to sky
MEZ: Middle European time zone
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Abstract. Global warming has already affected European
rivers and their aquatic biota, and climate models predict
an increase of temperature in central Europe over all sea-
sons. We simulated the influence of expected changes in heat
wave intensity during the 21st century on water temperatures
of a heavily impacted pre-alpine Austrian river and anal-
ysed future mitigating effects of riparian vegetation shade
on radiant and turbulent energy fluxes using the determinis-
tic Heat Source model. Modelled stream water temperature
increased less than 1.5 ◦C within the first half of the cen-
tury. Until 2100, a more significant increase of around 3 ◦C
in minimum, maximum and mean stream temperatures was
predicted for a 20-year return period heat event. The result
showed clearly that in a highly altered river system riparian
vegetation was not able to fully mitigate the predicted tem-
perature rise caused by climate change but would be able to
reduce water temperature by 1 to 2 ◦C. The removal of ripar-
ian vegetation amplified stream temperature increases. Max-
imum stream temperatures could increase by more than 4 ◦C
even in annual heat events. Such a dramatic water tempera-
ture shift of some degrees, especially in summer, would indi-
cate a total shift of aquatic biodiversity. The results demon-
strate that effective river restoration and mitigation require
re-establishing riparian vegetation and emphasize the impor-
tance of land–water interfaces and their ecological function-
ing in aquatic environments.

1 Introduction

Stream temperature is an important factor influencing the
physical, chemical and biological properties of rivers and
thus the habitat use of aquatic organisms (Davies-Colley and
Quinn, 1998; Heino et al., 2009; Magnuson et al., 1979).
Heino et al. (2009) suggest that freshwater biodiversity is
highly vulnerable to climate change with extinction rates ex-
ceeding those of terrestrial taxa. Stream temperature is highly
correlated with the assemblages of fish and benthic inverte-
brates along the river course (Dossi et al., 2015; Melcher et
al., 2015). The duration and magnitude of the maximum sum-
mer stream temperatures in particular are limiting factors for
the occurrence of many fish species. High temperatures may
produce high physiological demands and stress while also
reducing the oxygen saturation in the water column. The in-
creased metabolic requirements together with the decreased
oxygen availability can prove to be a limiting factor or even
be lethal in combination; the average optimum temperature
for cold water species is below 16 ◦C (Matulla et al., 2007;
Pletterbauer et al., 2015).

Continuous warming of water temperatures induces
changes from cold water to warm water fish species assem-
blages and slow altitudinal shifts of species, if the habitat is
suitable and no migration barriers exist. River continuum dis-
ruption and river dimension reduce the fish zone extent sig-
nificantly (Matulla et al., 2007; Bloisa et al., 2013). Extreme
events where lethal thresholds of stream temperature are ex-
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ceeded can cause a disruption of animal communities or even
extinction of (cold water) species (Melcher et al., 2013; Plet-
terbauer et al., 2015). The largest uncertainties in forecasts
of total suitable habitat are climate uncertainty (Wenger et
al., 2013). All 230 stations of the Austrian hydrographic cen-
tral office, with different elevations, distances from source
and catchment areas recorded increases in stream tempera-
ture of 1.5 ◦C during summer (June–August) and 0.7 ◦C dur-
ing winter (December–February) between 1980 and 2011
(0.48 ◦C decade−1) (BMLFUW, 2011). This change is not
likely to be due to natural climatic cycles but is part of a
long-term trend caused by anthropogenic changes in the at-
mosphere (APCC, 2014).

Air temperatures have been rising and are expected to con-
tinue to rise globally within the next century (IPCC, 2013). In
eastern Austria, mean air temperature has risen by 2 ◦C since
1880, which is more than double the 0.85 ◦C rise recorded
globally (Auer et al., 2014). A further temperature increase
within the 21st century is very likely (APCC, 2014). If emis-
sion scenario A1B is assumed, mean air temperature in-
creases of 3.5 ◦C over the level of the reference period 1961–
1990 by the end of the 21st century are expected in Austria
(APCC, 2014; Gobiet et al., 2014).

Temperature extremes have changed markedly and ex-
treme high temperature events, i.e. heat waves, are very likely
to increase in the 21st century (APCC, 2014). Soil temper-
ature is also expected to increase due to climate change and
will influence stream temperatures via substrate heat conduc-
tion and groundwater flux (Kurylyk et al., 2015). For exam-
ple, in Austria, near-surface groundwater body temperature
is expected to rise by 0.5 to 1 ◦C on average by 2050 (BML-
FUW, 2011). Austria lies between two zones of opposing
precipitation trends (IPCC, 2013). Northern Europe shows an
increasing trend, while the Mediterranean has a decreasing
trend (Böhm, 2006). In southeastern Austria, a precipitation
decrease of about 10–15 % has been recorded over the last
150 years (APCC, 2014; Böhm, 2012). Low flow discharge
rates of rivers are likely to decrease by 10 to 15 % by 2021–
2050 compared to 1976–2007 during all seasons (Nachtnebel
et al., 2014; Mader et al., 1996; APCC, 2014).

For the study region during summer heat waves, nei-
ther changes in groundwater nor snowmelt contributions are
expected (APCC, 2014). Heavy and extreme precipitation
shows no clear increasing signal on average, but it is likely
to increase from October to March (APCC, 2014). No clear
trend of increasing wind speed (Matulla et al., 2008; Benis-
ton, 2007) or increase in sunshine hours (Ahrens et al., 2014)
has been detected but changes in the climate system may also
include changes in those parameters (APCC, 2014).

Stream temperature is controlled by advection of heat, dis-
persion and the net energy fluxes acting on the surface and
river bed. Net shortwave radiation is the dominant energy in-
put causing diurnal and seasonal water temperature variabil-
ity. Longwave radiation flux (Benyaha et al., 2012) as well as
the turbulent fluxes of evaporation and convection, which are

controlled by air temperature, vapour pressure, wind speed
and net radiation, play an important role (Caissie et al., 2007;
Garner et al., 2014; Hannah et al., 2008; Johnson, 2004).

One of the most influential factors regulating stream tem-
perature is riparian vegetation (Caissie, 2006; Groom et al.,
2011; Johnson, 2004; Moore et al., 2005; Rutherford et al.,
1997). The streamside vegetation buffer width (Clark et al.,
1999), vegetation density and average tree height all have a
strong influence on stream temperature (Sridhar et al., 2004).
Vegetation affects the sky view of the river and thereby short-
wave (Holzapfel et al., 2013) and longwave radiation flux,
evaporation and convection heat flux, which are highly cor-
related to the openness of the sky. The reduction of shortwave
radiation can contribute significantly to reducing the heating
of rivers during warmer summers (Sinokrot and Stefan, 1993;
Parker and Krenkel, 1969; Rutherford et al., 1997).

There are different approaches to predicting stream tem-
perature. Water temperature can be predicted using statistical
functions (stochastic models) and its correlation (regression
models) to known variables (e.g. air temperature, water tem-
perature of the previous days or streamflow). Use of air tem-
perature as a surrogate for future water temperature can lead
to errors when linear (Erickson and Stefan, 2000; Webb and
Nobilis, 1997) or non-linear (Mohseni et al., 1998) regres-
sion models are applied (Arismendi et al., 2014). Stochas-
tic models used to determine the long-term annual compo-
nent of temperatures and their short-term residuals separately
yield good results (Caissie et al., 2001). Including a discharge
term in the regression model can improve the model’s perfor-
mance during heat wave and drought (low flow) conditions,
when water temperatures are most sensitive to air tempera-
ture (van Vliet et al., 2011). Energy balance models resolving
all energy fluxes affecting a river system are the best suited to
predict stream temperature (Caissie et al., 2007) but demand
the most input data. Only these models are able to simulate
energy flux changes caused by increased or decreased river
shade.

Though the influence of vegetation on water temperature is
evident, its ability to mitigate climate change is not yet suffi-
ciently understood. Latent and sensible heat fluxes as well as
longwave radiation balance are non-linearly dependent on air
temperature. It is not obvious whether the same level of shade
will always lead to the same rate of heat reduction. Shading
caused by tall but less dense trees may allow exchange of air,
while lower riparian vegetation may cause the same level of
shade but would reduce air movement. Vegetation can reduce
warming but may also reduce nightly cooling by altering the
energy fluxes on a local scale, which can only be modelled
using deterministic methods.

The conclusion may be drawn that many studies have
already addressed the influence of riparian vegetation on
stream water temperature using field measurements. Other
studies used different methods to make short-term forecasts
of stream temperature and few tried to answer the question
of how climate change might increase stream water temper-
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Figure 1. The study region in the Pinka showing gauges, tributaries and the reference station (kilometre markers shown as distance from
source).

ature. One result or trend may however not be transferred
from one river to another. Particular statements about the ri-
parian vegetation’s potential to mitigate the influence of cli-
mate change are only reliably valid for a given type of stream
with its unique combination of morphologic and hydrologic
parameters, local climate (Sinokrot and Stefan, 1993; John-
son, 2003; Steel and Fullerton, 2017) and regional climate
change (Johnson and Wilby, 2015). Air temperature was nor-
mally used as a surrogate for stream temperature and energy
flux variations in different river sections were not considered.
The novel aspect of the present study is to investigate the in-
fluence of climate change and of riparian vegetation on the
same river and attempt to make a realistic forecast of the ri-
parian vegetation’s potential to mitigate climate change in a
specific river using a deterministic model.

The aims of the present study are therefore (1) to estimate
the magnitude of stream temperature rise during extreme heat
events caused by the expected rise in air temperature by the
end of this century and (2) to investigate the ability of ripar-
ian vegetation to mitigate the expected water temperature rise
within the habitat optimum of the site-specific aquatic fauna
and (3) to analyse the possible variation of vegetation and
potential interaction of vegetation and discharge with respect
to climate change and their impact on water temperature.

2 Methods

Stream temperature was simulated with the 1-D energy bal-
ance and hydraulic Heat Source model (Boyd and Kasper,
2003) for 51 km along a section of river including upstream
forested regions and tributaries. Temperature was simulated
for each 500 m section of the river, which amounted to a total

of 103 sites. First, the longitudinal changes of energy fluxes
were analysed during the maximum heat wave, which took
place in eastern Austria during summer 2013. Future heat
wave episodes that are likely to occur during the climate pe-
riods 2016–2045, 2036–2065 and 2071–2100 in the study
region were selected. Regional climate scenarios produced
by the ENSEMBLE project (Hewitt et al., 2004) were fur-
ther processed and the meteorological data extracted. The fu-
ture upstream model water temperature was simulated by the
methodology of Caissie et al. (2001). Heat Source was used
to simulate the stream temperature of the Pinka for 12 future
episodes and eight vegetation scenarios.

2.1 Study region

The river Pinka originates at 1480 m above sea level (a.s.l.)
in the eastern Austrian Alps and discharges about 100 km
downstream at 200 m a.s.l. into the river Rába. The catchment
of the Pinka is 664 km2. According to Muhar et al. (2004),
who categorized all Austrian rivers with catchment areas
> 500 km2 corresponding to their annual discharge, the Pinka
falls in the smallest of the five categories with 0–5 m3 s−1

mean annual discharge. The study region covers a 51 km
stretch of the Pinka from the distance from source (DFS)
of 11 km (559 m a.s.l.) near its most upstream gauge in
Pinggau to DFS 62 km (240 m.a.s.l.) close to the gauge at
Burg (Fig. 1). For the first 10 km, the river has a slope of
0.017 m m−1, whereas in the remaining section the slope is
only 0.004 m m−1. The river bankfull width varied from 4 to
10 m (Fig. 2c). The maximum depth of the different river sec-
tions varied between 0.1 and 0.5 m and was 0.17 m on aver-
age. Only 4 % of the reaches presently fall into the most nat-
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Figure 2. Characteristics of the Pinka. (a) The longitudinal distribution of view to sky (VTS) and (b) shade at the river’s surface, (c) the
bankfull width and the level of anthropogenic influence on the river. Legend on the right: entirely natural (1), slightly or not influenced (2),
strongly influenced but with natural areas (3), continuously influenced with few natural areas (4) and completely regulated (5).

ural or the second category according to Ledochowski (2014)
(Fig. 2c). On the other hand, 60 % of reaches are classed as
continuously influenced with no or very few natural sections
(Fig. 2c).

Close to the source (DFS 0–12.5 km) the vegetation con-
sists of commercial spruce forests (Picea abies) which un-
dergo management. In the middle and downstream sections
of the river, the near-natural deciduous riparian vegetation
includes typical floodplain species of the region such as wil-
lows (Salix sp.) and alders (Alnus glutinosa and incana). In
the downstream 80 % of the river (from DFS 34 to 61 km), ri-
parian vegetation is reduced to one- or two-sided sparse tree
plantations lining the river course for decorative purposes.
These areas are mowed on a regular basis to prevent scrub
growth. Other frequent trees like ash (Fraxinus excelsior),
hazel (Corylus avellana), wild cherry (Prunus avium) and
elder (Sambucus nigra) can be found along the whole river
course. In this region, air temperature has risen by 2 ◦C since
1880 (Auer et al., 2014). Precipitation has declined by 10–
15 % in our study region, the largest reduction in precipita-
tion in Austria (Auer et al., 2007; Böhm et al., 2009, 2012).

Potential changes in vegetation cover

Changes in vegetation height and density in floodplain
forests in natural systems are mainly due to succession (Pri-
mack, 2000; Garssen et al., 2014; Rivaes et al., 2014). The
present potential natural floodplain forest is in many areas
reduced to narrow fringes accompanying the river, which
are flooded at least annually. The river has been continu-

ously straightened and regulated throughout the 20th century.
Flood protection measures and land use pressure have fur-
ther altered the river and riparian vegetation dynamics. The
vegetation behind these fringes is in the transition zone be-
tween softwood and hardwood wetland, and a further change
towards upland or zonal vegetation is expected via terrestri-
alization processes, well known in the Danube region (Birkel
and Mayer, 1992; Egger et al., 2007). The dominant tree
species present along the Pinka, Salix alba, Alnus glutinosa
and Fraxinus excelsior, have a European-wide distribution
(San-Miguel-Ayanz et al., 2016) so they are likely to defend
their habitat. Some autochthonous species (Populus alba,
Prunus avium, Salix caprea, Fraxinus excelsior, Carpinus
betulus) which were present in 2013 are favoured by warmer
climates (Kiermeyer, 1995; Roloff and Bärtels, 2006). Non-
native species like Robinia pseudoacacia and Acer negundo
are already present in the study region and might enlarge
their habitat at the expense of native species (Kiermeyer,
1995; Roloff and Bärtels, 2006). Changes in tree species in
favour of warmth-loving plants from downstream regions of
the Rába/Danube catchment are possible (Lexer et al., 2014).
Generally, changes are likely to be not only driven by cli-
matic but also anthropogenic factors such as plantation of
foreign species, which is not foreseeable.

2.2 Modelling vegetation influence on energy fluxes
and stream temperature along the river

Using the deterministic model Heat Source version 9 (Boyd
and Kasper, 2003; Garner, 2007) the energy fluxes, hy-
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draulics and stream temperature were simulated along the
Pinka. The generation of the input data sets is described in
Sect. 2.3 below. Vegetation affects water temperature directly
by reducing shortwave radiation input and reducing the view
to sky (VTS) which affects longwave radiation balance and
the turbulent heat fluxes. Longwave radiation and the turbu-
lent heat fluxes are non-linearly dependent on air tempera-
ture. Short- and longwave energy flux, latent and sensible
heat fluxes and conduction are taken into account:

8Total =8Solar+8Longwave+8Latent

+8Sensible+8Conduction, (1)

where 8Total is the energy balance, 8Solar is the shortwave
energy which is absorbed by the water column, 8Longwave
the longwave radiation balance, 8Latent the latent heat flux,
8Sensible the sensible flux and 8Conduction is the conduction
flux to the stream bed flux, and all of which refer to the
stream surface, so latent heat flux is mostly negative.

Shortwave radiation

The amount of radiation entering the stream (8SolarEnter) is
the radiation unobstructed by shading (8AboveTopo) reduced
by topographic shade (8TopoShade), bank shade (8BankShade),
vegetation shade (8VegShade) and reflected from river surface
(8SolarRef).

8SolarEnter =8AboveTopo−8TopoShade

−8BankShade−8VegShade−8SolarRef (2)

If topographic or bank shade is present, the direct radiation
fraction is reduced by the radiation entering in the affected
angles. If vegetation shade is present, the direct radiation is
reduced depending on the vegetation density using a formu-
lation of Beer’s law by the term 8VegShade.

RE= − log
(

1−VD
10

)
(3)

8VegShade = 1− exp
(
−RE

(
LD

cos(rad(θs))

))
, (4)

where RE is the riparian extinction, VD is vegetation density,
LD is the distance from the river centre and θs is the solar
elevation angle.8Solar, which is finally absorbed by the water
column is the amount of solar radiation entering the stream
(8SolarEnter) (Eq. 2) minus the amount that is absorbed in the
river bed (8SolarAbsorb) and reflected (8SolarBedRef).

8Solar =8SolarEnter− 8SolarAbsorb− 8SolarBedRef (5)

VTS and longwave radiation balance

The VTS is calculated using modified vegetation density
VDmod and the vegetation angle θv . VTS is used to calcu-
late the diffuse radiation entering below vegetation height,

atmospheric longwave radiation 8LongwaveAtm (Eq. 7), long-
wave radiation emitted from vegetation 8LongwaveVeg (Eq. 6)
and the reduction of wind speed at the river surface (Eq. 11).

VTS= 1−
maxθv ·VDmod

7 · 90
(6)

Longwave radiation balance8Longwave is the sum of all long-
wave components:

8LongwaveAtm = 0.96 ·VTS · ε · σ · (TairK)
4 (7)

8LongwaveVeg = 0.96 · (1−VTS) · 0.96 · σ · (TairK)
4 (8)

8LongwaveStream =−0.96 · σ ·
(
TprevK

)4 (9)
8Longwave =8LongwaveAtm+8LongwaveVeg

+8LongwaveStream, (10)

where ε is the emissivity of the atmosphere, σ the Stefan–
Boltzmann constant, and TairK the air temperature and TprevK
the stream temperature of the advected water in degrees
Kelvin.

Latent and sensible heat fluxes

Latent heat flux (8Latent) was calculated using the Penman
method, which included the radiation balance:

Ea = 1.51 · 10−9
+ 1.6 · 10−9

· (w ·VTS) · (es− ea) (11)

E =

8Rad·1
ρ·LHV +Ea · γ

1+ γ
(12)

8Latent =−E ·LHV · ρ, (13)

where Ea is the aerodynamic evaporation, w the wind speed
(ms−1), E the evaporation rate (ms−1), 8Rad the sum of
8Longwave and 8SolarEnter, 1 the slope of the saturation
vapour vs. air temperature curve, ρ the density of water
(kg m−3), LHV the latent heat of vaporization (J kg−1) and
γ the psychrometric constant (mb ◦C−1).

Sensible heat flux is calculated from evaporation via the
Bowen ratio β:

β =
γ · (Tprev− Tair)

es− ea
(14)

8Sensible = 8Latent · β, (15)

where Tprev is the stream temperature, Tair is air temperature,
es is the saturated vapour pressure and ea the air vapour pres-
sure.

Conduction heat flux

Conduction 8Conduction is dependent on the thermal con-
ductivity of the sediment TCsed (Wm−1 ◦C−1), the sediment
depth dsed (m), sediment temperature Tsed and water temper-
ature Tprev:

8Conduction =
TCsed · (Tsed− Tprev)

dsed
2

. (16)
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Water temperature

The effect of the energy balance of the water column on
stream temperature was calculated taking into account flow
velocity and river morphology. The stream temperature in-
crease 1T caused by 8Total (Eq. 1) was calculated using

1T=
8Total · dt(
A
Ww

)
· cH2O · m

, (17)

where A is the cross-sectional area of the river, Ww is the
wetted width, the cH20 is the specific heat capacity of water
(4182 J kg−1 ◦C−1) andm is the mass of 1 m3 water which is
998.2 kg.

Conclusively, Heat Source includes all aspects of vegeta-
tion changes on stream temperature during future episodes
and the main processes needed to answer the research ques-
tions can be modelled with Heat Source.

A first model set-up and validation for usage at the
Pinka during heat wave conditions was done by Trimmel
et al. (2016). By fine-tuning the morphological input (bot-
tom width, roughness parameter Manning’s n and sediment
hyporheic thickness) and the wind parameterization, the
model’s validity could be considerably improved for the sim-
ulations used here. Tuning increased the coefficients of deter-
mination (R2) for water temperature stations of different veg-
etation height and density at DFSs 31, 35, 37, 39 and 48 km
to 0.96–0.98 (daily minimum), 0.96–0.99 (daily mean) and
0.94–0.98 (daily maximum). The measurements fit the sim-
ulation very well (hourly RMSE was 0.88 ◦C averaged for
all stream measurement stations), so we concluded that all
assumptions were met and the model was appropriate to be
used for predictions.

2.3 Preparation of input

2.3.1 Meteorological input

During the maximum heat wave event of 2013, field mea-
surements were collected at the study site. Global radia-
tion, air temperature, air humidity and wind speed were
measured at a reference station located at DFS 39 km
47◦16′11.055′′ N, 16◦13′47.892′′ E, 300 m a.s.l. To link the
measured microscale meteorological data to mesoscale me-
teorological data, a systematic intercomparison between the
local meteorological stations of the Austrian Weather Ser-
vice (ZAMG) and the 1× 1 km gridded observational data
set INCA (Haiden et al., 2011) was made. Since the local
permanent meteorological stations of ZAMG were used to
produce the gridded INCA data set, they are highly consis-
tent. The comparison of the INCA data with the air tem-
perature measured at our reference station close to the river
showed an RMSE of 0.67 ◦C and an R2 of 0.99 for consec-
utive hourly measurements during summer half-year 2013
(1 April–30 September). So the INCA data set was used as a

Table 1. Mean 5-day air temperatures of modelled future heat wave
episodes used as selection criteria, shown with equivalent values
from the observed period for comparison.

1a 5a 20a Max

1981–2010 (OBS) 23.1 25.0 27.2 27.4
2016–2045 (2030) 23.4 26.6 27.2 29.0
2036–2065 (2050) 24.2 27.2 28.4 28.8
2071–2100 (2085) 28.1 30.6 31.0 32.0

proxy to represent the local meteorological conditions within
the catchment.

To obtain future meteorological conditions at the reference
station, data were extracted from the regional climate mod-
els (RCMs) ALADIN (driven by the global climate model
ARPEGE; Déqué et al., 1994), REMO and RegCM3 (both
ECHAM5 driven; Roeckner et al., 2003, 2004). The aim was
to estimate possible maximum temperature values; therefore,
data from ALADIN, the climate model with the most ex-
treme dry and hot summers, were selected. The RCMs were
bias corrected using the quantile mapping technique (Déqué,
2007) based on the E-OBS data set (Haylock et al., 2008)
and scaled. In a second step, the data were spatially local-
ized to a 1 km× 1 km grid encompassing the area under in-
vestigation using the Austrian INCA data set (Haiden et al.,
2011). In a third step, the data were temporally disaggregated
from a resolution of 1 day to 1 h. Temperature was disaggre-
gated based on the daily maximum and minimum tempera-
tures using three piecewise continuous cosine curves (Kout-
soyiannis, 2003; Goler and Formayer, 2012). The tempera-
ture data were elevation corrected with a lapse rate of 0.65 ◦C
per 100 m.

Selection of extreme heat events

The period chosen as past reference period (“OBS”) was
an extreme heat wave that ran from 4 to 8 August 2013,
which was the most intense heat wave of 2013. The mean
air temperature of this episode was comparable to a 20-year
return period 5-day event (Table 1) for the period 1981–
2010. Future episodes were selected by choosing future heat
wave events in three periods (2016–2045: “2030”, 2036–
2065: “2050”, 2071–2100: “2085”) in the summer months
(June–August) that were simulated for the emission scenario
A1B by the climate model ALADIN (Radu et al., 2008).
The events were chosen by selecting periods when the 5-
day mean air temperature exceeded different thresholds us-
ing the percentiles of the 5-day mean air temperature of the
three periods, which corresponded to an event with a 1-year
(1a), 5-year (5a) or 20-year (20a) return period as well as the
maximum heat wave event of the period (Max). The selec-
tion criteria are shown in Table 1. The start was 14 days prior
to the end of the episode to allow spin-up of the Heat Source
model, so all episodes have equal length of 14 days.
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2.3.2 Vegetation and morphology

The riparian vegetation cover and river morphology of this
region were investigated by Ledochowski (2014). First, aerial
photographs were used to define the river centre line and a
50 m buffer on both sides, because the influence of ripar-
ian vegetation on the river is negligible beyond this point.
Within this zone, areas of homogeneous structure, land use
and ecological function were mapped by hand. Additional
information such as height, density and dominant vegetation
type were recorded as attributes of mapped features. To ver-
ify and complete the attributes, field mapping was done using
custom-built checklists. The checklists included two tree lev-
els, one shrub level and one herb level. The recorded param-
eters for each level were height, density, overhang and dom-
inant species. Vegetation height was estimated with a preci-
sion of±5 m, overhang with a precision of±1 m and density
with a precision of ±20 %. The inclination of the river slope
as well as the roughness of the section (type of regulation,
whether sinuous or straight) and type of substrate were noted.
From these data sources, VTS (see Eq. 6) and percent shade
were calculated (Fig. 2a, b). The river morphology param-
eters including river bankfull width (Fig. 2c), wetted width,
average water depth and height of river to slope top were also
measured.

The riparian vegetation data were obtained after the
phenological phase of leaf development was finished and
leaves were fully developed (Ellenberg, 2012). The river
investigated here is strongly influenced anthropogenically
and highly regulated. The degree of anthropogenic influ-
ence was categorized by Ledochowski (2014) according to
Mühlmann (2010) into five categories: entirely natural (1),
slightly or not influenced (2), strongly influenced but with
natural areas (3), continuously influenced with few natu-
ral areas (4) and completely regulated (5) (see Fig. 2c).
This categorization mainly describes constraints on bank and
riverbed dynamics. The structure and substrate composition
of stream bed and vegetation were additional parameters
recorded by Ledochowski (2014). The entirely natural class
is endowed with riparian vegetation of above 30 m height,
vegetation densities of 76 to 100 % and a riparian zone of
more than 49 m in width. The continuously influenced areas
coincide with reduced riparian vegetation strips and reduced
vegetation height.

Vegetation scenarios

Taking into account all likely changes in tree species, no
change in maximum vegetation height or density is pre-
dictable. Potential changes can only be induced by different
vegetation management strategies as intentional clearings,
plantations or mowing. A total of eight vegetation manage-
ment scenarios were chosen to estimate the impact of differ-
ent levels of vegetation shade on future heat waves. This also
makes it possible to quantify potential changes to warmth-

loving species of reduced height and density. The following
scenarios have been considered.

Existing riparian vegetation (STQ) used the best available
status quo input data for vegetation, bank and topographic
shade as described in Ledochowski (2014). The average den-
sity including all land cover types was 66 % (standard devia-
tion of 17 %) and the average height was 9.4 m. Only consid-
ering areas including trees larger than 15 m height, the aver-
age density rose to 76 % (standard deviation of 11 %), rang-
ing from 2 to 90 %. At the sheltered headwaters (DFS 20 km),
the vegetation density reached 0.89. For V0 within a 50 m
buffer, all vegetation parameters (vegetation height, density
and overhang) were set to 0 so that no vegetation shading
occurred. The V0 scenario corresponded to intentional clear-
ings and mowing. V100 was defined as 30 m height, 8 m
overhang and 90 % vegetation density within a 50 m buffer
which is representative of the densest riparian forests of STQ
located in the Pinka catchment (Ledochowski, 2014). The
V100 scenario represented the maximum possible level of
vegetation shade. It is achievable by suspension of clearing
and mowing activities as well as additional plantations of lo-
cal tree and shrub species, which grow to different heights
and form a well-structured shrub and tree layer. To maintain
this scenario management, measures like replacement plant-
ings and well-directed cuttings are necessary. An interme-
diate height scenario (V50) was defined as 15 m vegetation
height and 90 % vegetation density. A reduced density sce-
nario (V70) was defined as 30 m vegetation height and veg-
etation density of 70 %. Additionally scenarios of vegetation
density of 50 % and full vegetation height (VD50, VH100),
and vegetation height reduced by 50 % and vegetation den-
sity of 70 % (VD70, VH50) and vegetation density of 50 %
(VD50, VH50) were considered. River bank and topogra-
phy were not changed in the vegetation scenarios. No river
restoration in terms of restoring natural river bank and al-
lowing natural river dynamics was assumed.

2.3.3 Definition of sediment layer and conduction flux

Heat Source uses only one substrate temperature, which is
representative of the whole sediment layer. The depth of the
sediment layer is set to 1 m, which corresponds to the avail-
able geological information of the Pinka (Pahr, 1984). The
substrate temperature used in the model is set equal to the
stream temperature at the uppermost model point. For each
consecutive model point, the substrate temperature is calcu-
lated depending on the local thermal conductivity, thermal
diffusivity, layer depth, hyporheic exchange, the river mor-
phological profile, the water temperature and the solar ra-
diation received at the river bed. The sediment of this re-
gion is very inhomogeneous and the spatial distribution of
the groundwater level is unknown (Pahr, 1984). For low flow
conditions, it was assumed that there was no deep groundwa-
ter influence.
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2.3.4 Definition of discharge

During the analysed period of 4–8 August 2013, low flow
conditions prevailed. The river flow volume increased from
0.18 m3 s−1 close to the upstream model boundary at DFS
13 km to 0.76 m3 s−1 at the downstream model boundary
(DFS 62 km). The mean flow velocity was 0.46 ms−1 and it
took the river water about 30 h to traverse the studied length
of the river.

The model was not sensitive to discharge rates. A decrease
in discharge of the upstream boundary station of 0.01 m3 s−1

(6 %) led to an increase in average stream temperature from
DFS 26 to 48 km of 0.04 ◦C (0.2 %) (Trimmel et al., 2016).
Because the aim was to estimate the influence of vegetation
shade, clear-sky periods were chosen where no or only mi-
nor precipitation events occurred, so discharge was fixed at
mean low flow (MLF) conditions. MLF was defined as the
average of all daily discharges below the 5 % discharge of
the climate period 1981–2010. The mean low flow condi-
tions of the gauging station at Pinggau, DFS 13 km (MLF of
0.143 m3 s−1), which is maintained by the Hydrographischer
Dienst Österreich, were used in the model. At the other end
of the study region, at DFS 62 km, the corresponding flow
volume was 0.795 m3 s−1. To take into account potential re-
ductions of discharge, a scenario of MLF discharge – 15 %
(MLF-15 of 0.122 m3 s−1), which is a 5 % reduction of the
mean annual discharge – was calculated.

2.3.5 Upstream boundary stream temperature

Stream temperature and discharge were used as upstream
boundary conditions. For the 2013 episode, these values rely
on observations of the gauging station at Pinggau which
is maintained by the Hydrographischer Dienst Österreich
and a stream temperature measurement station maintained
by the authors. To obtain equivalent data for future condi-
tions, the maximum water temperature was first modelled
at DFS 11 km using the expected air temperature as in-
put (Mohseni et al., 1998). The water temperature was split
into two components: the long-term seasonal component (or
annual component) and the short-term non-seasonal com-
ponent (or residuals series) (Caissie et al., 2001). The an-
nual component was calculated according to the method
of Kothandaraman (1971) and the residuals were calcu-
lated with a stochastic second-order Markov model after
Cluis (1972) and Salas et al. (1980). Observed hourly wa-
ter temperatures (N = 12.537) over the period 7 July 2012 to
9 September 2014 were used to fit the model. The coefficient
of determination R2 between observed and predicted wa-
ter temperature for this period was 0.96 and the RMSE was
0.68 ◦C. For the summer half-year 2013 (April–September),
the R2 was 0.89 and the RMSE was 0.80 ◦C. To take into ac-
count the climatic trend caused by the warming of the land
surface (Kurylyk et al., 2015), the difference between the

moving average over a 30-year climate period and the refer-
ence period 1981–2010 was added to the annual component.

2.3.6 Input data of tributaries

The discharge levels and water temperature of the Pinka at
the upstream model boundary and its five main tributaries
were measured during the 2013 episode in the field by the au-
thors and by two permanent gauging stations. The remaining
unmeasured tributaries added less than 5 % discharge each.
Their future water temperatures were synthesized using the
daily fluctuations of the water temperature at the upstream
model boundary with the adding of a fixed offset depending
on the distance of the inflow to the upstream model bound-
ary. Missing discharge information was supplemented using
proportions of the discharge levels of the gauge at Burg (DFS
62 km) as measured during 2013.

3 Results

3.1 Influence of vegetation shade and energy fluxes on
stream temperatures during the heat episode of
2013 along the river

In order to interpret the influence of vegetation shade on fu-
ture water temperature, it is important to understand the in-
fluence of vegetation shade on the present conditions first.
The mean VTS for the study region under current conditions
(STQ) was 0.55. If all vegetation was to be removed (V0),
there would still be some remaining shade caused by topog-
raphy and the river bank, which reduces the maximum VTS
value to 0.89. If maximum vegetation was assumed (V100),
the value of VTS would be strongly reduced but would still
amount to 0.16 on average because a 90 % vegetation density
was assumed. Peaks in VTS were found at broader river sec-
tions or sections oriented east–west (Fig. 2a). The percentage
shade is similar to the inverse of VTS but differs, as the south
orientation is of importance (Fig. 2b).

During the STQ scenario, the most important en-
ergy inputs on the river surface during the study pe-
riod were shortwave radiation flux with an average of
101.6 W m−2 (Fig. 3a), sensible heat flux with an average of
39.9 W m−2 (Fig. 3d) and longwave radiation with an aver-
age of 17.2 W m−2 (Fig. 3b). Conduction only amounted to
1.3 W m−2 on average (Fig. 3e). The relative percentage of
shortwave radiation balance, longwave radiation balance and
sensible heat flux was 64, 11 and 25 % of the inputs, respec-
tively, that heated the water column. The main energy output
was latent heat flux (Fig. 3c).

For the V0 and V100 scenarios, the characteristic of the
longitudinal energy fluxes remained the same. During the
V0 scenario, the relative percentage of shortwave radiation
balance increased (73 %), while longwave radiation balance
(7 %) and sensible heat flux (18 %) decreased. During the
V100 scenario, the trend was opposite. Shortwave radiation
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Figure 3. Comparison of (a) the calculated shortwave, (b) longwave radiation balance, (c) latent and (d) sensible heat fluxes, (e) conduc-
tion heat flux, (f) total energy balance, and (g) measured (measured) and simulated (WT) water temperature for the heat wave episode
4–8 August 2013 along the Pinka for three vegetation scenarios: no vegetation (V0), existing vegetation (STQ) and maximum vegetation
(V100).

balance decreased (47 %) and longwave radiation balance
(21 %) and sensible heat flux (32 %) increased (Fig. 3a–e).

Looking at the longitudinal distribution of energy fluxes
along the river, it can be seen that sensible heat flux and long-
wave radiation flux as well as conduction showed their high-
est values close to the source during all vegetation scenarios.
This leads to a rapid increase in the water temperature of the
cool spring water, which is clearly seen in both measured
and simulated data (Fig. 3g). All energy fluxes were depen-
dent on the degree of openness to the sky and showed the
same pattern along the river (Fig. 3a–f). Shortwave radiation
and latent heat flux in particular were strongly influenced by
the value of the VTS and showed distinct reductions of up to
70 % where shading occurred (Fig. 3a, c).

The energy balance was positive on average along the
whole river (Fig. 3f). The V0 scenario showed the highest
and the V100 scenario the lowest net energy with mean val-
ues of 55, 40 and 22 W m−2 for the V0, STQ and V100
scenarios, respectively (Fig. 3f). The greatest differences be-
tween the different vegetation scenarios were found close to
the source, where, during the V0 scenario, up to 200 W m−2

net energy was available to heat the water column (Fig. 3f),
while during the V100 scenario the corresponding figure was
only 91 W m−2. The positive energy balance can explain the
gradual warming of the stream temperature along the river
(Garner et al., 2014) which can be seen in Fig. 3g. The con-
tinuous downstream warming is reversed at about DFSs 16,
22, 26.5, 32, 43.5 and 53.5 km by about 0.5 ◦C for short dis-
tances caused by the addition of cooler water from tributaries
(Fig. 3g).

3.2 Future climate and advective input

The selection criteria mean air temperature of modelled sce-
narios increased depending on the return period of the event
(Table 1). Apart from the 1a and 5a events of 2030 and the
1a event of 2050, all modelled events were warmer than the
2013 heat wave. Air humidity during the selected events de-
creased slightly by the end of the century (Table 2). In the
20-year return period event of 2050, wind speeds were higher
(1.1 m s−1) than in 2030 (0.9 m s−1) and 2085 (0.8 m s−1)

(Table 2). The average global radiation received during
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Table 2. Mean and daily maximum air temperatures, air humidity, wind speed, global radiation at the reference station and water temperature
at the upstream model boundary averaged for the selected 5-day heat episodes in 2013 and the 1a, 5a, 20a and Max events of the climate
periods centred on 2030, 2050 and 2085. For 2013 (OBS), measured values of the reference station 2 m above the river (M.) and interpolated
measurement data from the INCA (I.) data set are shown.

OBS 2030 2050 2085

M. I. 1a 5a 20a Max 1a 5a 20a Max 1a 5a 20a Max

Air temp. 26.2 27.2 23.3 26.6 27.2 29.0 24.2 27.2 28.4 28.8 28.1 30.6 31.0 32.0
(mean) (◦C)
Air temp (mean 34.5 35.7 30.0 33.7 34.6 37.5 29.5 33.7 35.9 36.9 34.8 38.2 39.6 39.0
daily max) (◦C)
Air humidity 62 55 73 57 55 53 54 56 56 60 58 51 48 52
(%)
Wind speed 0.6 1.4 0.7 0.9 0.9 1.0 1.3 1.1 1.1 0.8 1.3 1.2 0.8 0.9
(m s−1)
Global rad. 24.6 24.6 23.4 25.0 28.0 29.0 24.9 28.7 23.1 21.7 27.3 24.5 23.8 20.9
(MJ m−2 d−1)
Boundary water 16.3 16.3 14.1 15.9 16.0 16.8 15.6 16.2 17.0 17.5 17.5 19.4 20.4 20.3
temperature (◦C)

each event per day was different for each event as well.
For the 20-year return event in 2030, global radiation was
28 MJ m−2 d−1, i.e. higher than the same scenario in 2050
(23.1 MJ m−2 d−1) and 2085 (23.8 MJ m−2 d−1). During the
20-year return event of 2085, on the other hand, global ra-
diation was higher than the Max event (20.9 MJ m−2 d−1) of
this climate period (Table 2).

For the mean water temperature at the model boundary, an
increase of +4.1 ◦C for a 20-year return event of 2085 with
respect to 2013 levels was simulated (Table 2). For the Max
event of 2085, which had 2.2 MJ m−2 d−1 lower global radi-
ation input, a slightly lower temperature increase (+4.0 ◦C)
was simulated (Table 2).

The extraction of future climate data was based on the lo-
cation of the INCA grid. INCA data for the heat event in 2013
were compared with data measured directly at the river. The
INCA data assume a greater distance to the river surface and
show higher mean and maximum air temperatures but also
lower air humidity and higher wind speed. This difference
in meteorological input data resulted in 0.1 ◦C higher than
measured mean water temperature (Table 3). Maximum wa-
ter temperature was affected as well, with INCA showing a
reduction of 0.3 ◦C below measured values. Minimum water
temperature was 0.6 ◦C warmer when INCA data input were
used. In order to directly compare the 2013 event with the
future scenarios, the simulation using the INCA data of 2013
is referred to as “20a OBS” hereafter.

3.3 Future stream temperatures

3.3.1 At DFS 39 km

To analyse future changes, the initial focus was upon the ref-
erence station in the centre of the study region at DFS 39 km.

As a temporal reference, the focus was placed on the 20-year
return period events of the 2071–2100 climate period as it
represents the maximum expected temperature rise.

The mean water temperature of the Pinka under MLF con-
ditions with unchanged riparian vegetation (STQ) at DFS
39 km during the 20a heat wave event for the periods 2016–
2045, 2036–2065 and 2071–2100 was predicted to be 22.4,
22.6 and 25.5 ◦C, respectively (Fig. 4, Table 3). The corre-
sponding predicted maximum water temperatures were 25.0,
24.8 and 27.3 ◦C. These predictions represent a significant
increase over the mean temperatures of the 20a event of the
OBS period of 22.5 ◦C (maximum temperature: 24.4 ◦C) by
the end of the century.

For mean temperatures, a minor increase in water temper-
ature was predicted for the first half of the century even for
extreme heat events with a 20-year return period (Table 4).
However, by the end of the century (2071–2100), a remark-
able increase in minimum temperatures of +3 ◦C was mod-
elled. Maximum water temperatures also showed increases.
For the period 2016–2045, maximum temperatures increased
more rapidly than mean temperatures with a change over
baseline conditions of +0.6 ◦C. By 2071–2100, the increase
in maximum temperatures was predicted to be 2.9 ◦C com-
pared to the OBS period, which was similar to the predicted
increase in mean and minimum water temperatures (Table 4).

Supposing the existing vegetation was removed (V0), the
mean water temperature reached 26.7 ◦C during 20-year re-
turn period heat events at the end of the century, which was
4.2 ◦C above the level of the STQ scenario of the OBS period.
Maximum temperatures reached 28.9 ◦C, which is 4.5 ◦C
more than in the STQ scenario of the OBS period (Fig. 4, Ta-
bles 3, 4). Under conditions of maximum riverine vegetation
(V100), the expected mean water temperature was predicted
to reach only 23.9 ◦C, which is 1.4 ◦C above the level of the
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Table 3. Daily minimum, mean and maximum 5-day mean water temperatures of the 5-day episodes averaged over the Pinka during the 1a,
5a, 20a and Max episodes for the climate periods centred on 2030, 2050 and 2085 and mean low flow discharge at DFS 39 km. For 2013
(OBS), the measured values of the reference station 2 m above the river (Meas.) and interpolated measurement data from the INCA data set
used as input are compared.

Max. Mean Min.

V0 STQ V100 V0 STQ V100 V0 STQ V100

OBS Meas. 26.6 24.7 22.4 23.8 22.4 20.7 20.2 19.5 18.5
OBS INCA 26.1 24.4 22.1 23.7 22.5 20.8 21.0 20.1 19.2
2030_1a 24.5 23.1 20.7 21.5 20.4 18.6 16.5 16.5 16.3
2030_5a 25.9 24.3 22.1 22.5 21.3 19.7 17.8 17.2 16.5
2030_20a 27.0 25.0 22.5 22.2 22.4 20.2 19.4 18.2 17.2
2030_Max 27.2 25.7 23.5 24.8 23.4 21.6 21.9 20.8 19.5
2050_1a 24.3 22.6 20.0 21.6 20.4 18.9 19.0 18.2 17.3
2050_5a 26.5 24.8 22.2 23.7 22.3 20.5 20.4 19.5 18.4
2050_20a 26.6 24.8 23.0 23.7 22.6 21.3 20.2 19.9 18.9
2050_Max 27.5 25.9 23.7 25.1 23.9 22.2 22.5 21.5 20.4
2085_1a 28.6 24.9 23.1 26.2 22.5 21.7 22.3 18.8 18.8
2085_5a 29.0 27.3 25.0 26.5 25.3 23.7 24.1 23.0 21.7
2085_20a 28.9 27.3 25.5 26.7 25.5 23.9 23.6 22.9 21.7
2085_Max 29.3 27.8 25.7 27.1 26.0 24.6 25.0 24.1 23.0

Table 4. Differences between the 20a event of the OBS period (2013) (with mean low flow discharge) of predicted maximum, mean and
minimum water temperatures for the 1a, 5a, 20a and Max events at DFS 39 km for the climate periods centred on 2030, 2050 and 2085 for
vegetation scenario V0 (no vegetation), STQ (vegetation unchanged) and V100 (maximum vegetation).

Max. Mean Min.

V0 STQ V100 V0 STQ V100 V0 STQ V100

OBS INCA 1.7 0 −2.3 1.2 0 −1.7 0.9 0 0.9
2030_1a 0.1 −1.3 −3.7 −1 −2.1 −3.9 −3.6 −3.6 −3.8
2030_5a 1.5 −0.1 −2.3 0 −1.2 −2.8 −2.3 −2.9 −3.6
2030_20a 2.6 0.6 −1.9 0.3 −0.1 −2.3 −0.7 −1.9 −2.9
2030_Max 2.8 1.3 −0.9 2.3 0.9 −0.9 1.8 0.7 −0.6
2050_1a −0.1 −1.8 −4.4 −0.9 −2.1 −3.6 −1.1 −1.9 −2.8
2050_5a 2.1 0.4 −2.2 1.2 −0.2 −2 0.3 −0.6 −1.7
2050_20a 2.2 0.4 −1.4 1.2 0.1 −1.2 0.1 −0.2 −1.2
2050_Max 3.1 1.5 −0.7 2.6 1.4 −0.3 2.4 1.4 0.3
2085_1a 4.2 0.5 −1.3 3.7 0 −0.8 2.2 −1.3 −1.3
2085_5a 4.6 2.9 0.6 4 2.8 1.2 4 2.9 1.6
2085_20a 4.5 2.9 1.1 4.2 3 1.4 3.5 2.7 1.6
2085_Max 4.9 3.4 1.3 4.7 3.5 2.1 4.9 4 2.9

STQ scenario during 2013 (Fig. 4, Tables 3, 4). The maxi-
mum temperature reached in this scenario is 25.5 ◦C which
is only 1.1 ◦C above the maximum event of the OBS period
(Fig. 4, Tables 3, 4).

Vegetation was not able to compensate fully for the tem-
perature increase expected by the end of the century. For the
climate period 2036–2065 though, riverine vegetation had
the potential to more than compensate for climate change
during extreme events and could even cause a cooling of
−1.2 on average and−1.4 ◦C with respect to maximum tem-
peratures (Table 4).

3.3.2 Longitudinal distribution

During the 2013 heat wave event for the STQ scenario, the
stream temperatures increased between the upstream model
boundary at DFS 11 km and DFS 62 km by about 7 ◦C
(Fig. 3). Looking at the longitudinal distribution of water
temperature along the river, it can be seen that increases in
mean stream temperature caused by increases of future air
temperature affected all parts of the river (Fig. 5a–c).

The maximum values showed a similar pattern to the mean
values on a higher level. The average difference between
mean and maximum values of the STQ scenario was 3.92,
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Figure 4. Box-and-whisker plots showing the 5-day mean water temperature distributions during the 1a, 5a and 20a episodes for the climate
periods centred on 2030, 2050, 2085 with mean low flow discharge at DFS 39 km. The hourly values of V0 (no vegetation) and V100 (full
vegetation) are significantly different from STQ in all episodes (p<0.0001).

3.35 and 3.91 ◦C, the maximum difference was 5.51, 4.89
and 5.51 ◦C and the standard deviation of this difference was
0.71, 0.66 and 0.71 for 2030, 2050 and 2085, respectively
(Fig. 5a–c).

V0 scenarios were always warmer than STQ scenarios and
V100 scenarios were always cooler than the STQ scenar-
ios. The mean differences along the river between V0 and
STQ were 1.25, 1.26 and 1.13 ◦C, the maximum difference
was 1.81, 1.85 and 1.66 ◦C, the standard deviation was 0.35,
0.36 and 0.32 for 2030, 2050 and 2085, respectively. The
mean difference between STQ and V100 was 1.42, 1.52 and
1.26 ◦C, the maximum difference was 1.92, 2.05 and 1.72 ◦C,
the standard deviation of this difference was 0.46, 0.49 and
0.41 for 2030, 2050 and 2085, respectively (Fig. 5c).

Water temperature was especially sensitive to the removal
of vegetation within the first 10 km (DFS 11–21 km) where
there were dense forests which prevented the cool head-
waters from warming (Fig. 5d). In this region, tempera-
tures increased by 1.4 ◦C under the no-vegetation scenario
(V0-STQ). Additional tree cover (V100) caused a temper-
ature reduction of 0.9 ◦C compared to the STQ scenario
(Fig. 5d). This can be explained by the slower flow ve-
locities in the lower reaches (last 30 km – DFS 32–62 km:
0.003 m m−1, 0.4 m s−1) in comparison to the steeper up-
stream sections (first 10 km – DFS 11–21 km: 0.017 m m−1,
0.6 m s−1), which gives shortwave radiation in unshaded sec-
tions more time to heat the water column. For the Pinka, the
benefit of additional tree cover maximizing riparian shade
became more distinct in the downstream sections (DFS 25–
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Figure 5. Mean and maximum water temperatures averaged during the maximum events predicted for the climate periods centred on (a)
2030, (b) 2050 and (c) 2085 along the Pinka using vegetation scenarios V0 (no vegetation), STQ and V100 (full vegetation) in comparison
to the maximum event recorded in 2013. (d) The difference between STQ and V100 (green) and STQ and V0 (∗− 1) (red).

55 km) where the additional tree cover caused a change of
−1.75 ◦C, while removal only caused a change of around
+1.25 ◦C (Fig. 5).

3.3.3 Diurnal ranges

For aquatic species, the mean stream temperature is not the
only relevant temperature parameter. The daily temperature
range, the absolute minima and maxima as well as the timing
when extremes take place are of importance as well. These
vary along the river and change depending on the different
vegetation shade intensities and discharge volumes (Fig. 6).
In the contour plot shown in Fig. 6, the warming along the
longitudinal gradient is clearly visible, but it is also obvious
that the stream is warming to a higher peak each day until the
end of the heat episode. In the lower panel of Fig. 6, the daily
water temperature amplitude is plotted, along with the energy
balance components acting on the river surface for the two
locations marked by the black bars in the contour plots. Here,
the absolute values, amplitude and timing of extremes can be
seen. While the energy balance shows the energy input taking
place directly at the location, the water temperature includes
the energy input of the whole water volume upstream. An
upstream site (DFS 20 km) is compared to a downstream site
(DSF 61 km). They are both open (VTS of V0= 0.9, 1) but

differ in average water depth (0.09, 0.31 m) and discharge
levels (0.34 m3 s−1, 0.8 m3 s−1).

The daily amplitude of the water temperature is strongly
damped by the larger flow volume which can be seen in the
comparison of the upstream and downstream sites (Fig. 6).
A decrease in discharge of −15 % can also be seen to affect
the daily minima and maxima of stream temperature in open
sections (V0). During the V100 scenario, the 15 % discharge
reduction has no visible effect (� 0.1 ◦C).

The daily amplitude of the energy fluxes is not affected by
flow volume but is reduced by vegetation shade. The hourly
values of all energy fluxes are reduced synchronously. De-
creased solar input and wind access close to the river surface
caused by an increase in vegetation density lowers the energy
fluxes. From V0 to V100, the maxima can increase more than
2 ◦C (Figs. 6 and 7). However, changes in vegetation density
of as little as 20 % can cause an increase of maximum wa-
ter temperature of more than 0.5 ◦C (Fig. 7). A change from,
e.g. 100 to 70 % raises the heat input by shortwave radiation
(+17 Wm−2), convection (+5.6 Wm−2) and longwave radi-
ation (+3.7 Wm−2) but only increases heat loss by evapora-
tion from the river surface (−21 Wm−2) (Fig. 7). The shading
affects the maximum as well as the minimum water tempera-
tures and leads to a reduction of the daily amplitude (Figs. 6
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Figure 6. Upper panel: water temperature along the Pinka and the whole 20-year return period event centred on 2085 for no vegetation
(V0) and full vegetation (V100). The black lines mark the location of the data shown below. Lower panel: the effect of a 15 % discharge
reduction (MLF of 15 %) of the mean low flow conditions (blue, dashed) on stream temperature compared to MLF (blue, solid) and the
diurnal amplitude of all energy fluxes (shortwave radiation balance is yellow, latent heat flux is green, longwave radiation balance is red,
sensible heat flux is orange and conduction heat flux is violet) for an upstream (DFS 20 km) location and a downstream (DFS 61 km) location
for the 20-year return period event centred on 2085 for no vegetation (V0) and maximum vegetation (V100).

and 7). An interesting aspect is that the peak of stream tem-
perature occurs about 1 h later when vegetation is included.
With a vegetation density reduction of 50 % (VD50), the di-
urnal range and especially the maximum temperatures are
further increased (Fig. 7). It is interesting to note that halv-
ing vegetation height has a similar or less significant effect
as reducing vegetation density by 20 % (Fig. 7).

3.3.4 Trends

The trend lines were calculated by minimizing the square
error. An ANCOVA (analysis of covariance) showed sig-
nificant interactions between vegetation and air temperature
(p<0.001). The equal slope assumption failed; the equal
variance test was passed. Mean, maximum and minimum

stream temperatures increase as air temperature increases
(Fig. 8). Under the assumption of full vegetation, the inter-
cept of the regression line is lowest for the mean and max-
ima, while under the assumption of no vegetation it is lowest
for the minima. The difference between the vegetation sce-
narios is greatest for the maxima and smallest for the min-
ima. The slope, on the other hand, is smallest for the maxima
and greatest for the minima. All scenarios and values show
a squared Spearman’s rank correlation coefficient between
0.78 and 0.93. For mean and maximum temperatures, the
trend line of V0 is steeper than that of V100 (17 %), which
means that, supposing no vegetation, the maximum temper-
atures will increase at a higher rate. For the daily minima,
the difference in slope is even greater (30 %). The regres-
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Figure 7. The effect of the vegetation scenarios of maximum vegetation height (VH100) and 50 % vegetation height (VH50), natural dense
vegetation (VD90), natural light vegetation (VD70), sparse vegetation (VD50), V0 (no vegetation) and STQ (actual vegetation) on the diurnal
amplitude of water temperature and the air-temperature-dependent energy fluxes longwave radiation, sensible and latent heat fluxes for the
20-year return period events of the final day of the climate periods centred on 2085 for mean low flow conditions (MLF) for an upstream
location (DFS 20 km).

sion lines of the halved vegetation height scenario (V50) and
the reduced vegetation density scenario (V70) cross for min-
ima, mean and maxima values. The change in slope though is
small (3.6, 1.4 and 5.8 % for the mean, minima and maxima,
respectively) and statistically not significant.

4 Discussion

4.1 Energy fluxes during heat waves

In the present article, evaporative heat flux was responsible
for 100 % of heat loss from river water on average. Short-
wave radiation balance, longwave radiation balance and sen-
sible heat flux were 64, 11 and 25 % of the total energy input,
respectively.

During summer periods of high air temperature, the dif-
ference between air and water temperature increases, which
can trigger intensified evaporative flux that cools the river
but can also cause sensible heat flux to heat the water col-
umn (Benyahya et al., 2012). Benyahya et al. (2012) found
that evaporative heat flux accounted for 100 % of energy out-
puts during 7–23 June 2008 while shortwave radiation bal-
ance, longwave radiation balance and sensible heat flux were
72.53, 24.05 and 2.03 % of the energy input, respectively.

4.2 Magnitude of stream temperature rise

The modelled 20-year return period heat wave (20a) in the
climate period 2071–2100 showed a +3.8 ◦C increase in air
temperature with respect to the observed period. Increases
in maximum, mean and minimum stream temperatures of
close to +3 ◦C with respect to the observed period were
simulated for this episode. During the Max event, the mod-
elled increases of maximum, mean and minimum tempera-
tures were 3.4 ◦C, 3.5 and 4 ◦C, respectively. When looking
at the whole river, mean changes of 3.3 ◦C for the maximum
and 3.9 ◦C mean temperatures were calculated. Melcher et
al. (2014) also found that average and maximum tempera-
tures show similar warming trends. An increase of 3.9 ◦C
from the OBS period to 2085 corresponds to an increase of
0.43 ◦C decade−1. An increase of 3 ◦C equates to an increase
of 0.33 ◦C decade−1.

The relatively low values of water temperature predicted
for the 20a 2050 heat wave might be explained by higher
wind speeds and lower air humidity causing higher evapora-
tion rates and lower solar radiation energy input compared to
2013. The relatively low modelled temperatures were most
evident in maximum water temperatures. For the V0 sce-
nario, relatively low water temperatures were also predicted,
which was caused by increased evaporation. The maximum
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Figure 8. Correlations between water temperature and the daily
(a) mean, (b) minima and (c) maxima air temperatures for the 1a,
5a, 20a and Max episodes of the climate periods centred at 2030,
2050 and 2085 for existing vegetation (STQ), no vegetation (V0),
vegetation height of 50 % (V50), vegetation of 70 % density (V70)
and full vegetation (V100) reported with the squared Spearman rank
correlation coefficient. ANCOVA showed significant interactions
between vegetation and air temperature (p<0.001).

vegetation scenario (V100) shows similar stream tempera-
tures to 2013.

Temperature increase in Austrian stream waters is well
documented and ubiquitous. All 230 stations of the Aus-
trian hydrographic central office, with different elevations,
distances from source and catchment areas recorded in-
creases of stream temperature of an average of 1.5 ◦C
(0.48 ◦C decade−1) from 1980 to 2011 (BMLFUW, 2011).
The data were elevation corrected using external drift top
kriging (Skøien et al., 2006) and a mean trend was calcu-
lated using the Mann–Kendall test (Burn and Hag Elnur,
2002). Melcher et al. (2013) analysed 60 stations and found
a similar trend of 1 ◦C within the last 35 years for mean
August temperatures, which was independent of the river
type (0.29 ◦C decade−1). The annual mean temperature of
the Danube has been rising (Webb and Nobilis, 1995) and
is likely to continue to rise to reach a value between 11.1
and 12.2 ◦C by 2050 compared to around 9 ◦C at the begin-
ning of the 20th century at the border with Slovakia (Nacht-
nebel et al., 2014). Dokulil (2013) extrapolated the quadratic
regression of the period 1900–2006 of the Danube near Vi-
enna and predicted an increase of up to 3.2 ◦C by 2050 with
respect to 1900 (0.21 ◦C decade−1). Using linear regression,
the increase was only 2.3 ◦C (0.15 ◦C decade−1), but using
the linear trend beginning from 1970, the increase was 3.4 ◦C
(0.23 ◦C decade−1). Due to the size of the Danube, daily
amplitudes and extremes are not comparable to the Pinka,
but trends in mean water temperature values are comparable
though. The temperature values predicted by this study were
clearly greater than the model uncertainty and lie in the upper
region of the values published by other studies (BMLFUW,
2001; Dokulil, 2013; Melcher et al., 2013, 2014).

Considering a likely discharge decrease (Nachnebel et al.,
2014), a slightly higher temperature rise might be expected.
Van Vliet et al. (2011) analysed 157 river temperature sta-
tions globally for the 1980–1999 period and predicted in-
creases of annual mean river temperature of 1.3, 2.6 and
3.8 ◦C under air temperature increases of 2, 4 and 5 ◦C, re-
spectively. Discharge decreases of 20 and 40 % increased the
modelled water temperature rises by 0.3 and 0.8 ◦C on aver-
age (Van Vliet et al., 2011).

4.3 Ability of riparian vegetation to mitigate the
expected stream temperature rise

How will riparian vegetation systems behave in the fu-
ture? What are the feedback mechanisms of increased shad-
ing under a warmer heat wave scenario? Decrease in dis-
charge caused by increased evaporation from the river sur-
faces caused by missing riparian vegetation (V0 compared
to V100) was calculated to be −0.001 m3 s−1 at the lower
boundary of the river (DFS 61 km). Also, during an MLF
reduced by 15 %, the loss of water to evaporation was only
−0.001 m3 s−1. Therefore, mass loss was not found to be a
significant driver of temperature rise in a river of this size.
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Further, there might be a potential decrease of discharge
caused by increased withdrawal of river water by the riparian
vegetation under warmer climates. As species of the flood-
plain forest are “spender”-type plants that do not economize
their water use, this needs to be considered. In this study,
a simulation is included with a discharge decrease of 15 %,
a level that is presently expected from past observations.
This estimation includes precipitation losses as well as in-
creased evapotranspiration by the soil–vegetation system of
the catchment area and increased evapotranspiration by the
riparian vegetation via rises in air temperature. Different dis-
charge scenarios were not simulated for all episodes, because
whether a low flow situation was considered or not was more
dominant than the reduction expected by climate change.

The increased air humidity and reduced air temperature
caused by transpiration of riparian vegetation close to the
river reduce air humidity and air temperature gradients. The
effect on water temperature was calculated to be a maximum
of around 0.2 ◦C. More directly, vegetation affects water tem-
perature by reducing shortwave radiation input, but also it
reduces the view to sky which affects longwave radiation
balance and the turbulent heat fluxes. Community changes
which might affect vegetation height and density are pos-
sible within the next century, though changes in vegetation
height and density in floodplain forests in natural systems
are mainly due to succession. Primack (2000), Garssen et
al. (2014) and Rivaes et al. (2014) studied the effect of cli-
mate change on natural riparian vegetation cover via changes
in the hydrological regime including inundation periods and
intensity, days since rain and the decline of water table. As
the Pinka is anthropogenically influenced and will be regu-
lated for the foreseeable future, no dynamical changes and no
natural succession dynamics are expected which could cause
an extreme change in vegetation cover.

Different vegetation scenarios were simulated in this study
to quantify the potential effects of shading and wind reduc-
tion caused by vegetation. Compared to the status quo (STQ)
scenario, additional riparian vegetation (V100) could reduce
maximum stream temperatures during extreme heat waves
by 2.2 ◦C, mean temperatures by 1.6 ◦C and minimum tem-
peratures by 0.9 ◦C (Table 4). Removal of existing vegetation
(V0) amplified stream temperature increases and could cause
an average increase of maximum, mean and minimum stream
temperatures of 1.8, 1.3 and 1.0 ◦C, respectively, in compar-
ison with the STQ vegetation scenario (Table 4).

Removal of vegetation (V0) magnified stream tempera-
tures during 20-year return period events by the end of the
century by up to 4.2 (mean) and 4.5 ◦C (daily maximum).
Additional riparian vegetation (V100), on the other hand,
mitigated part of the rise in maximum temperatures, so there
was only a 1.1 ◦C increase. Although the increase of mean
temperatures was reduced to about 1.4 ◦C, riparian vegeta-
tion management alone was not enough to compensate for
the predicted warming caused by climate change. The water
temperature reduction rates predicted in the present article

lie within the range of observed changes of pre- and post-
harvest situations found in the literature (Cole and Newton,
2013; Moore et al., 2005).

The maximum water temperatures during heat waves in
particular could be reduced significantly by vegetation shade.
Daily mean and daily maximum temperatures tend to in-
crease more strongly for higher air temperatures if less vege-
tation is present. Daily minimum temperatures increase at an
even higher rate. These trends are in agreement with findings
about experimental data analysed by Kalny et al. (2017).

Vegetation height and density can alter the slope of the
temperature trend line. For example, with dense low vegeta-
tion, water temperature starts lower and ends higher for the
same air temperature compared to the high vegetation and
less dense scenario, which indicates that there is some imped-
ing of cooling during the night by lower vegetation compared
to higher vegetation. Water temperatures rise more rapidly
for dense low vegetation than high vegetation of reduced den-
sity. High vegetation of lower density cannot compete with
dense high vegetation in terms of reduction of stream water
temperature though.

During heat wave situations, the reduction in air exchange
causes an important lag in temperature rise, so the time of
maximum solar exposure does not coincide with the max-
imum heat stress caused by water temperature. This lag is
known in the literature (Brown and Krygier, 1970). Apart
from its influence on stream temperature, vegetation can cast
spatially differentiated shade, which results in areas of dif-
ferent Sun exposure and energy balance. This heterogeneity
can provide ecological niches which are important for differ-
ent development stages of river fauna (Clark et al., 1999).

4.4 Limitations

Vegetation mainly causes lower maximum stream tempera-
tures by reducing the solar radiation input at the river surface
by shading. This effect is strong during times of clear skies
and high solar irradiation. Under cloudy conditions, this ef-
fect is less pronounced, and during nighttime it is absent, but
outgoing longwave radiation is still impeded. This in turn
could lead to higher mean and minimum temperatures, which
can be also seen in the simulated low global radiation scenar-
ios.

Although vegetation can have important effects on stream
temperature, there will be river sections which will not be
affected by the addition (or removal) of vegetation due to up-
stream or lateral, surface or subsurface advection of heat or
topographic shade (Johnson and Wilby, 2015). Groundwater
influence was not measured and no groundwater influence
was assumed in the model. Although the model performed
well (RMSE of 0.88 ◦C) there might be some groundwater
influence between DFS 45 and 55 km where the measure-
ments lie below the simulation results. Other possible future
alterations to the river via development or climate change
were not considered here. These include potential anthro-
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pogenic heat sources or sinks like discharges of tempered
waste water, possible changes in stream velocity and shad-
ing, sediment changes caused by impoundments, regulation
and canalization, or discharge changes such as withdrawal of
water for irrigation. The climate input used only one possible
emission scenario simulated by one regional climate model.
The percentage contributions of surface, subsurface, ground-
water and/or snowmelt still have to be analysed in more detail
(Johnson and Wilby, 2015). Apart from rising air tempera-
tures and discharge changes, anthropogenic influences like
discharges from waste water treatment plants and cooling
water can influence stream temperatures in a negative way
and are therefore presently illegal in Austria (WRG, 1959).
Other possible consequences of climate change are changes
in sediment loads in river systems due to changes in mobi-
lization, transport and deposition of sediment, which is ex-
pected to be very likely (APCC, 2014). Sediment changes
might alter the bed conduction flow as well as flow velocity,
which can influence the magnitude and variability of stream
temperature. Artificial changes which deteriorate the situa-
tion are presently illegal in Austria as well (WRG, 1959).

5 Conclusions

In this study, the influence of expected changes in heat wave
intensity during the 21st century on stream temperature in
the rithron to upper potamal section of the human-impacted
eastern Austrian Pinka was simulated and the mitigating ef-
fect of riparian vegetation shade on the radiant and turbulent
energy fluxes was analysed. By the end of the century (2071–
2100), in the study region, an air temperature increase of 3.8
to 5.6 ◦C was predicted during annual or less frequent ex-
treme heat waves in comparison to the observed period of
1981–2010. Stream water temperature increases of less than
1.5 ◦C were modelled for the first half of the century. For
the period 2071–2100, a more significant increase of 3 ◦C
in maximum, mean and minimum stream temperatures was
predicted for a 20-year return period heat event.

Discharge changes, caused by increased evaporation due
reduced shade, were not found to be significant. Discharge
changes caused by precipitation and increased evapotranspi-
ration in the catchment area as expected from past observa-
tions was found to be insignificant compared to the changes
caused by vegetation shade.

Vegetation could reduce stream temperature during heat
waves when conditions of high solar radiation predomi-
nate. Even when maximum vegetation extent with maxi-
mum height and density including plantations and replace-
ment plantings was assumed, the additional riparian vegeta-
tion was not able to fully mitigate the expected temperature
rise caused by climate change. However, during extreme heat
waves, maximum stream temperatures could be reduced by
2.2 ◦C and mean temperatures by 1.6 ◦C. Removal of existing
vegetation amplified stream temperature increases and could

cause an increase of maximum and mean stream tempera-
tures by 1.8 and 1.3 ◦C, respectively, in comparison with the
status quo vegetation scenario. With complete vegetation re-
moval, maximum stream temperatures in annual heat events
at the end of the century could increase by more than 4 ◦C
compared to the present time.

Daily amplitudes were reduced by riparian vegetation and
the timing of the peak temperature was delayed by about 1 h.
A reduction of vegetation density by 20 % had shown a simi-
lar effect as a 50 % reduction of vegetation height. Vegetation
can reduce maximum temperatures more effectively on an
absolute scale but also reduced the trends significantly com-
pared to the no-vegetation scenario. Minimum temperatures
increased most.

This study shows that it is very likely that during extreme
events a temperature increase of 2 ◦C will be exceeded during
this century. This is the magnitude of the temperature differ-
entiation of fish zones and in particular for the occurrence of
native cold-water-preferring and warm-water-preferring fish
species (Logez et al., 2013; Melcher et al., 2013; Pletterbauer
et al., 2015). At a stream temperature of 20 ◦C, cold-water-
adapted species begin to experience temperature-induced
mortality (Melcher et al., 2014; Schaufler 2015). During a
simulated annual heat wave event in the period 2016–2035,
this threshold was never exceeded in the most upstream re-
gion (DFS 13 km), which is presently populated by the cold-
adapted species brown trout (Guldenschuh 2015). At the end
of the century, during a heat wave event of a 20-year return
period, the threshold was likely to be exceeded for 72 of
120 h. At the lower boundary of the trout zone (DFS 20 km),
the 20 ◦C mark was exceeded for 70 of the 120 h during heat
waves at the beginning of the century, but riparian vegeta-
tion shade could reduce this period to 9 h in total. The mit-
igation possibilities of vegetation were limited though and
could not fully compensate for the whole predicted tempera-
ture raise. At the end of the century, in heat waves of a 5-year
or shorter return period, even if maximum vegetation was
assumed, 20 ◦C was exceeded during the whole heat wave
event.

Global warming has multiple impacts on changes in
aquatic ecosystems, whereas in combination with loss of
habitat and other human pressures, this is leading to a deadly
anthropogenic-induced cocktail (Schinegger et al., 2011).
The study affirmed the importance of shading and riparian
vegetation along river banks for aquatic biodiversity and in-
dicates the added value of riparian vegetation to mitigate cli-
mate change effects on water temperature. During this study,
no economic evaluation of the vegetation scenarios could
be done. While maximum vegetation height and densities of
50 % can easily be reached without external efforts, this pro-
cess can certainly be accelerated as well as high densities
assured by planting additional trees. This comes at a certain
cost, but it might be worth it to invest. The used method pro-
vides a model for weighting of interactions of environmen-
tal parameters especially during heat wave events. The find-
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ings and recommendations gained with this methodology can
help key decision makers in choosing the right restoration
measures. The study in general emphasizes the importance
of land–water interfaces and their ecological functioning in
aquatic environments.
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Appendix A

Abbreviations

DFS distance from source
INCA integrated nowcasting through comprehensive analysis
VTS view to sky

Climate episodes

1a, 5a, 20a episodes of 1-, 5-, 20-year return periods within a 30-year climate period
Max maximum event of a 30-year climate period
OBS observed period (1981–2010)
2030, 2050, 2085 30-year climate period centred on 2030 (2016–2045), 2050 (2036–2065), 2085 (2071–2100)

Discharge scenarios

MLF mean low flow of the gauging station at DFS 13 km: 0.143 m3 s−1, DFS 62 km: 0.795 m3 s−1

MLF-15 MLF minus 15 % discharge

Vegetation scenarios

STQ “status quo”, existing/actual vegetation
V100 “maximum vegetation” – vegetation height 30 m, vegetation density 90 % (VD90, VH100)
V70 “reduced density” – vegetation height 30 m, vegetation density 70 % (VD70, VH100)
V50 “intermediate vegetation height” – vegetation height 15 m, vegetation density 90 % (VD90, VH50)
V0 “no vegetation”
VD50, VH100 vegetation density 50 %, vegetation height 100 % (30 m)
VD70, VH50 vegetation density 70 %, vegetation height 50 % (15 m)
VD50, VH50 vegetation density 50 %, vegetation height 50 % (15 m)
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Code availability. The last official version of Heat Source software
used is available online at http://www.oregon.gov/deq/wq/tmdls/
Pages/TMDLs-Tools.aspx. The changes included in Heat Source
within this study will be implemented in the next version, which
will be available at the same location.

Data availability. The simulation input and result data sets for
the present and future heat wave episodes used in this article are
published on the freshwater biodiversity data portal (https://doi.
org/10.13148/BFFWM8). As they are part of the research project
BIO_CLIC, the metadata are published together with the other
vegetation, morphological and biological data sets produced in
the project in the Freshwater Metadata Journal (https://doi.org/10.
15504/fmj.2017.22).
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A B S T R A C T

Due to the large demand for electricity in cities, photovoltaic (PV) installations inside the urban environment
will increase in the near future. It is known that the yield of PV systems on facades can be increased by increasing
the ground-albedo. White surfaces are also proposed for urban heat island mitigation. Thus, increasing the
ground-albedo inside the urban environment has multiple advantages. However, solar potential simulation tools
are not yet designed for simulating in an urban canyon. The ground-reflected irradiance is either neglected or the
known approximation is applied. The potential contribution of ground-reflected irradiance to the electricity
production of PV facades in an urban canyon is not yet investigated. Therefore, measurements were made in a
street canyon to show the potential effect of an increased ground-albedo on the power output of south-facing,
vertically mounted PV modules and the total in-plane irradiance. Further, the potential increase of PV yield on a
reference point was estimated, when asphalt on an approximately 15m wide street canyon was replaced with a
highly reflective concrete and an albedo of 0.5. For the latter case, at a wall point 12m above ground and with a
ground view factor of 0.16, it was found that during an eleven days reference period in August 2016, in Vienna,
the PV yield increases by 7.3%.

1. Introduction

Today, many governments strive to increase the use of renewable
energies, particularly photovoltaics (PV). Given that most electricity is
consumed in cities, it is proposed that PV systems will play a more
important role in urban environments in the future. Decentralised
systems can then provide electricity close to where it is consumed
(Fechner et al., 2016; IEA, 2014; Krawietz et al., 2016). In Vienna, for
example, the city council already addressed those topics and developed
strategies to increase the amount of PV installations in the city (Dvorak,
2016).

In the past, several institutions have created tools to estimate the
solar potential of residential areas (Freitas et al., 2015). In early and
simple solar potential estimations only roofs were considered (Freitas
et al., 2015). The urban solar potential algorithm SOL was one of the
first algorithms to address the solar potential on walls in addition to
roofs. However, ground reflections are neglected in SOL (Redweik et al.,
2013). Only more recently have tools been developed that include the
ground-reflected irradiance on facades, e.g. SEBE (Solar Energy on

Building Envelope) (Lindberg et al., 2015).
Usually, the ground-reflected irradiance is estimated by the term 1/

2 ρ G (1–cos β), where ρ is the albedo, β is the tilt of the receiving plane
and G is the global horizontal irradiance. This approach assumes an
isotropic reflecting and infinitely large ground surface and is argued to
be sufficiently accurate (Ineichen et al., 1990). Nevertheless, the au-
thors of this paper argue that this approach overestimates the con-
tribution of ground-reflected irradiance to the total irradiance on fa-
cades inside an urban canyon. The obvious reason is that the ground
view factor is significantly limited inside an urban canyon, which is
inconsistent with the assumption of an infinitely large ground area.

Previous studies regarding the effect of ground-albedo on the per-
formance of PV modules focus on either the spectral effects of albedo or
the effect of snow (Andrews and Pearce, 2013, 2012; Brennan et al.,
2014). Additional potential PV yield due to increasing ground-albedo
has not yet been addressed.

In the meantime, urban climatologists have been researching
methods to mitigate urban heat island effects. Adding white surfaces to
cities is one of many suggested methods to reduce the heat island effect
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in urban environments (Mohajerani et al., 2017; Santamouris, 2014;
Taha, 1997). Technological developments on reflective pavements and
their effects are discussed in Qin (2015a), Santamouris (2013). Positive
and negative effects of reflective pavements inside urban canyons are
discussed as well. Examples include their effect on cooling and heating
loads in buildings (Yaghoobian and Kleissl, 2012) and their effect on
the thermal and visual comfort of pedestrians (Rosso et al., 2016).
Preliminary results of a recent case study within the PVOPTI-Ray pro-
ject also show that increasing the ground-albedo up to 0.56 does not
significantly effect human thermal comfort (Revesz et al., 2017).

Considering the reported benefits of an increased albedo of the
ground surface to the urban climate, the shortcoming in irradiance
estimation for predicting the PV power output in an urban environ-
ment, as described before, leads to two important questions: How much
irradiance is realistically reflected from the ground onto a wall inside
an urban canyon? And how much does increasing the ground-albedo
increase the solar irradiation and thus increase the yield of PV facades
inside an urban canyon? This work attempts to address these questions.

For this purpose, gains were measured at the University of Natural
Resources and Life Sciences (BOKU) in Vienna during August 2016. In
addition, the potential effect of replacing asphalt with highly reflecting
concrete on the total irradiance inside an urban canyon was estimated.

2. Methods

Measurements were made to investigate the potential increase of
electricity production of vertically mounted PV modules due to an in-
crease in ground reflectance. Those measurements validate a simple
method to estimate the ground-reflected irradiance on a wall point. In
addition, simulations were performed assuming a more reflective
ground surface material. Whenever irradiance was estimated the diffuse
sky irradiance and the irradiance reflected from the ground or the
building facade (except for the glass facade) were assumed to be iso-
tropic.

2.1. Measurements inside an urban canyon

The area between two buildings of the University of Natural
Resources and Life Sciences (BOKU) in Vienna, Austria, was used for

measurements. Fig. 1 shows the surrounding of the measurement site.
The location “C” marks the position of measurement equipment inside
the street canyon. Facing south, three vertical multicrystalline silicon
PV modules and one vertical irradiance (Gv) sensor were mounted.
Further, the horizontal irradiance (Gh), ambient air temperature (Ta),
and module temperature (Tm) on each of the PV modules’ backside
were measured. Fig. 2 shows the installed equipment, which was
mounted about 3.5m above ground. BP solar SX 10M modules were
used and their short circuit current (Isc) was measured. The vertical and
horizontal irradiance sensors were EMS 11 which are silicon diode ir-
radiance sensors with a calibration error of max. 7% (EMS Brno, 2016)
and are expected to have a similar spectral response as the PV modules.
The data-logger for those two irradiance sensors had a resolution cor-
responding to about 1.4Wm−2 and 1.8Wm−2 respectively. Within
this work the position of the vertical irradiance sensor is referred to as
“wall point”.

On the roof of Schwackhöfer-Haus the global horizontal irradiance
(G) and the direct normal irradiance (DNI) were measured, using a EKO
MS-802 pyranometer and Kipp & Zonen CHP-1 pyrheliometer, respec-
tively. Their position is marked in Fig. 1 with “R”. The measurements of
both devices were compared to measurements within the ARAD net-
work (Olefs et al., 2016). The diffuse horizontal irradiance (DHI)
component was estimated from G and DNI. All values were measured at
5 s intervals and aggregated by the data-loggers to record a 1-minute
mean value. For the evaluation of the gain the data was further ag-
gregated to 5-minute mean values.

The ground-albedo was measured 80 cm above the ground using
two silicon diode irradiance sensors of type EMS 11 (by EMS Brno), one
oriented upwards and one downwards (see Fig. 2(a)). In this config-
uration the influence of the equipment itself on the reflected radiation
is negligible, while providing a good estimate of ground-albedo of a
brighter surface with limited surface area. Further, Apogee SN-500
were used to determine the albedo of the non-glass facade and for oc-
casional measurement of incoming irradiance onto the centre point of
the plastered facade, opposite of the PV modules.

Measurements were performed for a period of one month in August
2016. During the measurements, the “low ground-albedo” condition
was for asphalt in between the two buildings with ρ=0.13. Several
times, “high ground-albedo” measurements were made by placing

Fig. 1. Measurement site at University of
Natural Resources and Life Sciences (BOKU) in
Vienna between Schwackhöfer-Haus and
Wilhelm-Exner-Haus (lat. 48.237 N, lon. 16.332
E). The location of the PV modules and the ver-
tical irradiance sensor in the canyon is labelled
with “C” and the location for the irradiance
measurement on the roof is labelled with “R”.
Source of base-map: www.wien.gv.at/viennagis/
.
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30m2 of white painted Styrofoam panels with ρ=0.77 on the asphalt
in front of the PV modules (see Fig. 3).

2.2. Evaluation of the irradiance gain

In this study the ground-albedo was temporary altered at the same
location. Due to temporal variations of the humidity, aerosol content,
dust and clouds the irradiance levels varied with time (Ineichen and
Perez, 2002; Remund et al., 2003). Therefore, it was required to use a

reference irradiance for comparison with the measured vertical irra-
diance during different days and to evaluate the gain due to different
ground-albedos.

For this purpose, the vertical irradiance in the canyon (at the po-
sition of the vertical irradiance sensor) was estimated from the irra-
diance components that were measured on the roof. As suggested by
e.g. Qin (2015b) the contribution from multiple reflections was con-
sidered, herein up to the second degree. Thus, the total vertical irra-
diance was calculated, using:

∑= + +G G G f ρ G f ρ· · · · ,v sky
i

gnd gnd,i gnd,i b1 b1 b1
(1)

where the first term Gsky refers to the direct and diffuse irradiance from
the sun incident onto the wall point, the second term refers to the ra-
diation reflected from the ground and the third term refers to the ra-
diation reflected from the building on the opposite side of the canyon.
In the second term a summation over sub-surfaces of the ground with
different ground-albedos is used, if applicable, and it consists of the
irradiance Ggnd received by the ground, the view factor fgnd,i of the
ground’s sub-area i that is visible to the wall point and the albedo ρgnd,i
of the i-th ground’s surface. The variables in the third term with sub-
script b1 refer to the respective variables for the building opposing the
PV modules. Here fb1 is the view factor of building b1 as seen by the
wall point and ρb1 is the albedo of the facade on building b1.

The irradiance received by the wall point from the sky is simply

= +G DNI θ DHI f·cos · ,sky sky (2)

where θ is the solar angle of incidence on the tilted (in this case ver-
tical) plane and fsky is the sky view factor of the receiving wall point.

The irradiance received by the building b1 consists of contributions
from the sky, the reflections from the ground (summation over different
ground surfaces with different albedo, if applicable) and from the
building with the receiving wall point (subscript b2) and is written as:

∑= + +G G G ρ G ρ·f · ( · )·f ,b1 b1,sky
i

gnd,sky b1,gnd,i gnd,i b2,sky b2 b1,b2
(3)

Fig. 2. Measurement equipment: (a) mounting in the canyon in front of Schwackhöfer-Haus; (b) enlarged view on the measurement equipment (PV modules,
irradiance sensors, wind speed, wind direction and air temperature).

Fig. 3. View of south-facing PV modules taken with a camera with a fish-eye
lens. The placement of the white Styrofoam panels in front of the PV modules is
shown.
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where Gb1,sky is the irradiance received by building b1 from the sky,
Ggnd,sky is the irradiance received by the ground surface from the sky,
fb1,gnd,i is the view factor of the ground area i that is visible to the
building b1, ρgnd,i is the albedo of the ground area i, Gb2,sky is the ir-
radiance received by the building b2 from the sky, ρb2 is a specular
reflectance of the glass facade and fb1,b2 is the view factor of the
building b2 that is visible to the building b1. The following equations
show the calculation of the irradiance onto the three relevant surfaces
used in Eq. (3):

=G DHI·f ,b1,sky b1,sky (3a)

= +G DNI θ DHI·cos ·sh ·f ,gnd,sky gnd gnd,sky (3b)

= +G ρ DNI θ ρ DHI ρ( · ) ·cos · ·f · ,b2,sky b2 b2 b2,dir b2,sky b2,dif (3c)

where fb1,sky is the sky view factor of b1, θgnd is the solar angle of in-
cidence onto the ground, sh is a factor accounting for the fraction of
shadow on the ground surface, fgnd,sky is the sky view factor of the
ground, θb2 is the solar angle of incidence onto the facade of b2, fb2,sky
is the sky view factor of b2 and ρb2,dir and ρb2,dif are parameters refer-
ring to the specular reflectance for diffuse and direct irradiance from
b2.

At last, the irradiance onto the ground’s surfaces is calculated si-
milarly to Eq. (3) as:

= + +G G G ρ G ρ·f · ( · )·f ,gnd gnd,sky b1 gnd,b1 b1 b2,sky b2 gnd,b2 (4)

where Ggnd,sky, Gb1 and the term (Gb2,sky⋅ρb2) are as calculated ac-
cording to the Eqs. (3a), (3b) and (3c), respectively and fgnd,b1 and
fgnd,b2 are the view factor of the buildings b1 and b2, respectively, that
are visible to the ground.

All values of surface albedo were determined from measurements,
except for the specular reflectance of the glass facade. The specular
reflectance ρb2,dir and ρb2,dif were determined by linear regression to
measured data and are the only parameters that had to be determined
by other means than measurement. The view factors were determined
from fish-eye images in a central point of the respective surface relative
to the canyon or the position of the reference wall point. Further, it was
assumed that the view factors are representative for the whole surface,
although it is known that the view factors depend on the exact location
on a surface. The shadow factor sh for the ground is set to 1 when the
wall point is known to be in shadow. Otherwise, it is estimated to be
around 0.5 for most of the time. For simplicity the shadow factor is
assumed to be constant.

To calculate the gain of the irradiance at the wall point, the irra-
diance at the wall point was estimated for each of the two ground-
surface conditions as described in Section 2.1 and using Eq. (1). The
respective values for the ground’s albedo were used in the estimations.
The gain of the irradiance at the wall point (gG) is then calculated as:

=g
G ρ

G ρ

( )

( )
,G

v,sim high

v,sim low (5)

where Gv,sim(ρhigh) is the vertical irradiance simulated at the wall point
for the condition with the higher ground-albedo and Gv,sim(ρlow) is the
vertical irradiance simulated at the wall point for the condition with the
lower ground-albedo. In addition, the gain is presented as the quotient
of the respective irradiation over a given time.

2.3. Evaluation of the PV power gain

The gain in PV power output for a vertical, south-facing PV panel
was evaluated by calculating the PV power at the PV module’s max-
imum power point. As reference and for the assessment of the estima-
tions’ quality the PV power was calculated using the measured short
circuit current. First, the effective irradiance was calculated according
to King et al. (2004) as:

=
+ −

G I
I α T T·[1 ·( )]

,e
sc

sc,0 Isc m 0 (6)

where Ge is the effective irradiance, Isc is the measured short circuit
current, Isc,0 is the short circuit current at reference condition of
1000W/m2 and 25 °C, αIsc is the temperature coefficient of the short
circuit current, Tm is the module temperature (measured at the back of
the PV module), and T0 is the reference temperature of 25 °C. Results
referring to this method are called “measured”.

Afterwards, the PV power was calculated according to the following
formulas by King et al. (2004):

= + +I I C G C G α T T·[ · · ]·[1 ·( - )],mp mp,0 0 e 1 e
2

Imp m 0 (7)

= + +

+ −

V V C N δ T ln G C N δ T G

β T T

· · ( )· ( ) · ·[ ( )·ln ( )]

·( ),

mp mp,0 2 s m e 3 s m e
2

Vmp m 0 (8)

=P I V· ,mp mp mp (9)

where Imp and Vmp are the current and the voltage of the PV module at
its maximum power point, Imp,0 and Vmp,0 are the current and the
voltage at the modules maximum power point under a reference con-
dition of 1000W/m2 and 25 °C, αImp and βVmp are the temperature
coefficients for the current and the voltage at the maximum power
point, C0, C1, C2 and C3 are empirical coefficients determined for the PV
module, δ(Tm) is the thermal voltage at Tm, Ns is the number of cells
connected in series in a PV module, and Pmp is the electric power of the
PV module at its maximum power point. All relevant PV module related
coefficients are taken from a database available on https://sam.nrel.
gov/libraries (Gilman, n.d.), except of Isc,0, Imp,0 and Vmp,0, which were
determined in a laboratory for the PV modules in use.

Eqs. (7) and (8) were simplified by neglecting the influence of air-
mass on the spectrum and the losses with increased angle of incidence.
Further, the module backside temperature was used as the cell tem-
perature. These effects will cancel as the ratio of two PV powers will be
calculated for evaluating the gain.

For the evaluation of the gain in PV power, however, the effective
irradiance in Eq. (6) was calculated from estimated irradiance at the
wall point according to Ge=Gv/(1000W/m2). The irradiance used in
this case was estimated using the irradiance components measured on
the roof and as described in Section 2.2. Those values of PV power are
referred to as being “simulated”.

Finally, the PV power gain due to different ground-albedos was
calculated as:

=g
P ρ

P ρ

( )

( )
,PV

mp high

mp low (10)

where Pmp(ρhigh) is the PV power resulting from the high albedo com-
pared to Pmp(ρlow), which is resulting from the lower albedo.

In addition, the gain is expressed as the quotient of the respective
PV yields over a specified period. The yield is the energy produced (in
units of Wh) divided by the nominal peak power (in units Wp) of the PV
module under reference condition. Providing PV yields makes the re-
sults comparable for arbitrary PV installations. When PV power is stated
in the results-section, the average value of the three PV modules was
calculated and multiplied with the average peak power of the three PV
modules under reference condition (9.2W).

2.4. Evaluating the effect of highly reflective concrete

The measurements described previously show the impact of ground-
reflected irradiance inside an urban canyon. However, they represent
unrealistic conditions as the highly reflective surface had limited
ground coverage. Therefore, the impact of highly reflective concrete
which covers the entire ground surface of the urban canyon was esti-
mated.

The new scenario was the same canyon as for the measurements
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described above. The albedo for the asphalt was 0.13 and the albedo of
the highly reflective concrete was assumed to be 0.50 (Krispel et al.,
2017). The irradiation and the PV yield on a south-facing wall were
estimated as described in Section 2.2 for a wall point 3.5m above
ground, corresponding to the position of the vertical irradiance sensor
in the canyon, and for a wall point about 12m above ground. The latter
point was chosen because this is the point at the centre of the facade, for
which fish-eye images were taken. Further, the installation of PV
modules at that height and above is reasonable.

The irradiance data used was from the measurements described
above. The irradiation and PV yield were estimated for the period 17. to
28. August 2016. In this period the sky conditions were clear sky,
scattered clouds, as well as two days of overcast sky.

3. Results

3.1. Accuracy of the model

In the following the accuracy of the overall model and the two
models for the irradiance onto the ground surface and onto a central
point on the facade of the building b1, opposite of the wall point, are
presented. In addition to the standard deviation and the mean bias error
of the modelled data and the available measured data, also the devia-
tion between the total irradiation over the period of available data is
stated.

The estimated irradiance onto the building b1, calculated using Eq.
(3), has a standard deviation of σ=8.0Wm−2 and a mean bias error of
−2.4Wm−2. The difference to the total measured irradiation is
−4.1%. For the estimated irradiance onto the ground-surface the
modelled (see Eq. (4)) compared to the measured data has a standard
deviation of σ=38Wm−2 and a mean bias error of 3.3Wm−2. In this
case, the difference to the total measured irradiation is 2.0%.

The final model for the irradiance onto the wall point of interest (see
Eq. (1)) exhibits a standard deviation of σ=20Wm−2 and a mean bias
error of −5.0Wm−2. Over the period from 13. until 28. August 2016
the total estimated irradiation is 4.9% lower than the measured irra-
diation. The comparison of the estimated data with the measured data
is shown in Fig. 4, where the points with residuals larger than the re-
siduals’ standard deviation are marked as dark-orange triangles. The
points with extreme deviation (see the area at the bottom of the figure)
relate to points during the transition when the wall point becomes
shaded or the shading ends.

For comparison, the irradiance onto the wall point was estimated
ignoring second degree reflections. In that case, the standard deviation
was σ=21Wm−2 and the mean bias error −8.5Wm−2. More sig-
nificant was the difference for the total estimated irradiation, which is
6.9% lower than the measured irradiation.

3.2. Measurements

The results for the evaluation of the measurements are presented
here. Useable data is available from 13. to 28. August 2016. For this
period the irradiance was estimated once for a ground with bare asphalt
and with an albedo of 0.13. In addition, the irradiance was estimated
for the same period with Styrofoam panels with an albedo of 0.77 being
placed on the ground, as described in Section 2.1. Within this period the
total irradiation onto the south-facing wall point increased from
36.6 kWhm−2 to 41.7 kWhm−2 due to the described change of the
ground’s albedo. This corresponds to an increase by 13.8%. Looking
only at a four-days period of clear sky, from 25. to 28. August 2016, by
increasing the ground’s albedo the irradiation in that period increased
by 12.0% from 12.0 kWhm−2 to 13.4 kWhm−2.

For the PV modules the estimated gain in energy yield due to in-
creasing the ground’s albedo is 3.15Wh/Wp for the period 13. to 28.
August 2016. This corresponds to a gain by 12.8%. For the four-days
period of clear sky the energy yield is estimated to increase by 1.19 Wh/
Wp, which is a gain by 11.3%. The relative gain in PV yield is slightly
lower than the gain in irradiation. This is because of the PV module’s
temperature coefficient. Increased irradiation causes a higher tem-
perature inside the PV module and thus, reduces the PV module’s
power.

Fig. 5 shows the measured irradiance on the wall point for 25. to 28.
August 2016 in comparison with the estimated irradiance for the cases
of low ground-albedo (asphalt) and the increased ground-albedo.
During the first two days in this figure, the ground surface is only as-
phalt. Thus, the estimated irradiance for the same ground condition
corresponds well to the measurement. Similarly, for the other two days
the measured irradiance is well represented by the estimated irradiance
for the respective ground-surface condition, where white Styrofoam
was placed on the ground. Though, one can also see that during
morning and afternoon the deviation between measurement and esti-
mation is larger than around noon. Fig. 6 shows the gain in irradiance
for those four days of clear sky; Fig. 6(a) the absolute gain and (b) the
relative gain. As expected, the relative difference is smaller the higher
the portion of direct irradiance.

In Fig. 7 the increase of PV power due to the two different condi-
tions of ground-albedo is shown. The corresponding curves of the si-
mulated PV power for each of those two conditions are shown in
Fig. 7(a). In addition, the “measured” PV power, which was calculated
based on the measured Isc, is shown in Fig. 7(a). The gain gPV, which
was calculated from the simulated PV power for the condition with
lower albedo and the condition with larger albedo, is shown in
Fig. 7(b).

3.3. Effect of highly reflective concrete

In the following, the potential effect of highly reflective concrete
compared to asphalt is presented. The two scenarios that were simu-
lated are described in Section 2.4. Based on irradiance measurements
between 17. and 28. August 2016 the following results were found
when increasing the ground’s albedo: The total irradiation on a south-
facing wall point 12m above ground was estimated to increase by 7.4%
compared to a total of 37.5 kWhm−2 for asphalt. The PV yield was
estimated to increase for the same case by 7.3% compared to the case of
asphalt with a total yield of 32.8Wh/Wp.

For the wall point in only 3.5 m above ground the gain is sig-
nificantly larger, as expected. It is around 20% compared to asphalt as a
ground-surface, for which the total irradiation is 28.1 kWhm−2 and the
PV yield is 24.2Wh/Wp. Nevertheless, at a wall point in 12m above
ground and even with asphalt, the PV yield would still be larger than at
the lower wall point with increased ground-albedo.

Figs. 8 and 9 show the results for each day in this period. In Fig. 8(a)
one can see the PV yield for each of the assumed ground-albedos, on the
left in 12m above ground and on the right in 3.5m above ground.
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Fig. 8(b) shows the resulting absolute gain in PV yield due to increasing
the ground-albedo from 0.13 to 0.50. A comparison of days with
overcast sky and clear sky shows that the benefit of the higher albedo
for overcast sky is around half in 12m above ground, despite the yield
being only a quarter to a third. In Fig. 9 the absolute gain in irradiation
is shown for those two wall points and shows similar results as the PV
yield. This result clearly shows that the potential gain in PV yield inside
an urban canyon is significant if bright concrete is chosen for the
ground surface in cities.

4. Discussion

The chosen method for evaluation of the gain of vertical irradiance
and PV power due to an increased ground-albedo seems reasonable
under the present conditions. An advantage was the use of fish-eye
images, taken from various surfaces inside the urban canyon and the
availability of measurement data for irradiance onto ground of building
surfaces. This allowed estimations with only a limited amount of model-
calibration being required.

The rather large standard deviation of the residuals with 20Wm−2

for the wall point of interest can clearly be attributed to the transition
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between sunlit and shaded. For the estimations it was not possible to
clearly define this transition phases. Though, the definition of shading
was required as the pyranometer and pyrheliometer on the roof, which
were used for estimating the irradiance in the canyon, were not shaded
in contrast to the irradiance sensor and PV modules in the canyon.

In Section 3.2 it was noted that in the morning and the afternoon the
deviation between measurement and estimation is relatively larger than
around mid-day. It is believed this is due to the difficulty of accurately
estimating the portion of ground that is shaded by the building in the

south of the canyon. It is not clear how much this is contributing to the
error. However, any bias from the estimated portion of shadow on the
ground, plus the neglected contribution from multiple reflections of
higher order than two, can only be in the magnitude of the stated 5%
bias of the total irradiation between 13. and 28. August 2016. Overall,
this method provides reasonable results and deems suitable for the
evaluation of the measurement and further estimations.

For future studies, it is recommended to analyse different scenarios,
especially regarding different urban geometries. Those include different
ratios of building height to street width, for which the portion of
shadow on the ground is the main influence, and different canyon or-
ientations. Notably PV systems that are oriented easterly or westerly are
expected to benefit from an increase of the ground-albedo, compared to
south oriented PV modules in an east-west oriented canyon. That is
because when the sun azimuth corresponds to the canyon direction and
the angle of incidence on the PV modules becomes small, most of the
electricity will be generated from the diffuse sky irradiance and the
radiation reflected from the ground. At that time, the ground will have
the lowest amount of shadow and the global horizontal irradiance will
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be rather large. Increasing the ground-albedo will then significantly
increase the contribution of ground reflected irradiation to the PV yield.
Altering the building height to street width ratio changes the fraction of
shadow on the ground, too, and thus, has an impact on the total ra-
diation reflected from the ground.

5. Conclusion

Measurements inside an urban canyon at the site of the University of
Natural Resources and Life Sciences (BOKU) in Vienna, Austria, were
used to show the increase of PV yield by increasing the ground’s albedo.
During several days in August 2016, 30m2 of white painted Styrofoam
panels with an albedo of approximately 0.77 were placed on the ground
in front of a vertical irradiance sensor and PV-modules, about 3.5m
above ground.

The total PV yield during a period of 16 days was shown to increase
by almost 13% under the stated increase of the ground’s albedo. During
a four-days period of clear sky the energy yield was estimated to in-
crease by 11.3%, or 1.19Wh/Wp.

Under the assumption of replacing the asphalt on the ground by
highly reflective concrete with an albedo of 0.5, it was estimated that
the PV yield would increase by 20% on a wall point 3.5 m above
ground. At a point 12m above ground, which is a usual position for PV
installations inside such a canyon, the PV yield was estimated to still
increase by 7.3% compared to asphalt. The total yield produced for a
selected period and with asphalt on the ground was 32.8Wh/Wp. For
the same time the incident irradiation was estimated to increase from a
total of 37.5 kWh m−2 by 7.4%.

This study clearly shows that the amount of radiation reflected from
the ground cannot be neglected for PV yield estimations of facade

installations inside an urban canyon. Further, increasing the ground’s
albedo can have a significant impact on the yield of PV facades in an
urban environment. However, for the assessment of economic aspects of
PV installations inside an urban environment and PV potential analysis
better simulation tools are required. Those are required to calculate the
ground-reflected irradiance on facades inside an urban canyon more
accurately. Besides accuracy, algorithms should require only short
computational time such that larger urban areas can be simulated
within a reasonable amount of time.

For an extensive study of the potential PV yield inside an urban
canyon it will be required to assess various scenarios. Those scenarios
should account for different urban geometries (e.g. canyon orientation
and building height to street width ratio) and different ground-surface
materials. The PV yield should also be calculated over the period of a
full year to account for the varying sun altitude with its implications. In
conjunction with studies of on cool pavements, the assessment of sy-
nergy effects between PV yield and compensation of energy consump-
tion in buildings is a relevant topic.
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Appendix

List of symbols
αImp temperature coefficient of PV current
αIsc temperature coefficient of the short circuit current
β tilt of the receiving plane
βVmp temperature coefficient of PV voltage
δ(Tm) thermal voltage at temperature Tm
θ solar angle of incidence on the wall point
θb2 solar angle of incidence onto facade of building b2 (facade at wall point)
θgnd solar angle of incidence onto the ground
ρ ground albedo
ρb1 albedo of the facade on building b1 (opposing the wall point)
ρb2 specular reflectance of building b2 (glass, facade at wall point)
ρb2,dif specular reflectance for diffuse irradiance of building b2
ρb2,dir specular reflectance for direct irradiance of building b2
ρgnd,i albedo of the ith subpart of the ground surface
ρhigh albedo for condition with the higher ground-albedo
ρlow albedo for condition with the lower ground-albedo
C0, C1 empirical coefficients for PV module
C2, C3 empirical coefficients for PV module
DHI diffuse horizontal irradiance
DNI direct normal irradiance
fb1 view factor from the wall point to the building b1 (opposing the wall point)
fb1,b2 view factor from building b1 to building b2 (facade at wall point)
fb1,gnd,i view factor from building b1 to the ith subpart of the ground surface
fb1,sky sky view factor for facade of building b1 (opposing the wall point)
fb2,sky sky view factor for facade of building b2 (facade at wall point)
fgnd,b1 view factor from the ground to building b1
fgnd,b2 view factor from the ground to building b2
fgnd,i view factor from the wall point to the ith subpart of the ground surface
fgnd,sky sky view factor for the ground
fsky sky view factor for the wall point
G global horizontal irradiation
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Gb1 total irradiance onto the facade of building b1 (opposing the wall point)
Gb1,sky total irradiance from the sky onto building b1 (opposing the wall point)
Gb2,sky total irradiance from the sky onto building b2 (facade at wall point)
Ge effective irradiance
gG gain of the irradiance at the wall point
Ggnd total irradiance onto the ground surface
Ggnd,sky total irradiance from the sky onto the ground surface
Gh irradiance at a wall point in horizontal plane
gPV gain of PV power at the wall point
Gsky total irradiance from the sky onto a wall point
Gv irradiance at a wall point in vertical plane (herein facing south)
Gv,sim simulated vertical irradiance onto the wall point
Imp current at maximum power point
Imp,0 current at maximum power point at standard condition
Isc short circuit current of PV module
Isc,0 short circuit current at reference condition of 1000W/m2 and 25 °C
Ns number of PV cell connected in series
Pmp PV power at maximum power point
sh fraction of shadow on the ground surface
T0 reference temperature of 25 °C
Ta ambient air temperature
Tm PV module backside temperature
Vmp voltage at maximum power point
Vmp,0 voltage at maximum power point at standard condition
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Abstract
While capabilities in urban climate modeling have substantially increased in recent decades, the interdependency of changes
in environmental surface properties and human (dis)comfort have only recently received attention. The open-source solar
long-wave environmental irradiance geometry (SOLWEIG) model is one of the state-of-the-art models frequently used
for urban (micro-)climatic studies. Here, we present updated calculation schemes for SOLWEIG allowing the improved
prediction of surface temperatures (wall and ground). We illustrate that parameterizations based on measurements of global
radiation on a south-facing vertical plane obtain better results compared to those based on solar elevation. Due to the limited
number of ground surface temperature parameterizations in SOLWEIG, we implement the two-layer force-restore method
for calculating ground temperature for various soil conditions. To characterize changes in urban canyon air temperature
(Tcan), we couple the calculation method as used in the Town Energy Balance (TEB) model. Comparison of model results
and observations (obtained during field campaigns) indicates a good agreement between modeled and measured Tcan, with
an explained variance of R2 = 0.99. Finally, we implement an energy balance model for vertically mounted PV modules
to contrast different urban surface properties. Specifically, we consider (i) an environment comprising dark asphalt and a
glass facade and (ii) an environment comprising bright concrete and a PV facade. The model results show a substantially
decreased Tcan (by up to − 1.65 ◦C) for the latter case, indicating the potential of partially reducing/mitigating urban heat
island effects.

Keywords SOLWEIG · PV energy balance · Surface temperature parameterization · UTCI
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Introduction

Today about half of the world’s population resides in urban
areas. Future projections show pronounced urbanization
rates and it is expected that by 2050, about two thirds of
the world’s population will be urban (UN 2014). Several
studies report on increased thermal heat stress in urban
microclimates, e.g., Grimmond et al. (2010). In order to
adapt to climate change, some countries aim to reduce solar
absorption in urban environments by maximizing the area
of highly reflective surfaces through installation of the so-
called white roofs. Also, at a time where sustainable energy
production becomes more and more important, “solar cities”
aim on maximizing “solar harvest”, i.e., the solar yield from
photovoltaic (PV) modules, by directing their roofs and
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facades towards the sun to avoiding shadowing. Reflections
from the ground and surrounding buildings cause an
increase of the solar radiation directed to the PV module,
thus increased PV yield (Kotak et al. 2015; Lindberg et al.
2015). The role of PV modules in a city or as a facade in
an urban canyon was discussed in the work of Brito et al.
(2017). This study has shown that for specific study areas, the
non-baseload electricity demand can be satisfied by cost-
effective PV investments on roofs and facades at today’s
market conditions for up to 10 months of the year. Further,
winter mid-day electricity demand can only be achieved if
the solar yield of PV facades is taken into account.

In terms of human thermal stress, this increase in
reflection can cause more discomfort. Human (dis)comfort
is commonly described by various bioclimatic indices. The
Universal Thermal Climate Index (UTCI) (Fiala et al. 2001;
Bröde et al. 2011; Blazejczyk et al. 2011) aggregates
many of these in one standardized metric. The UTCI is
based on complex multi-node thermophysiological models
and allows to predict whole body thermal effects (e.g.,
hypothermia and hyperthermia; heat and cold discomfort)
as well as localized effects (e.g., frostbite). Thereby, UTCI
allows addressing all kinds of thermal stress and discomfort
(e.g., extreme cold or warm) as well as conditions in
which the human heat balance and the perceived outdoor
temperature are affected by solar radiation. The accuracy
of UTCI depends on a suite of input parameters; among
these, especially a precise calculation of the mean radiant
temperature Tmrt is of uttermost importance (Weihs et al.
2011).

To provide Tmrt with highest accuracy, we employ
here an updated version (see below) of the open-
source solar long-wave environmental irradiance geometry
(SOLWEIG) model which is a part of the urban multi-
scale environmental predictor (UMEP) (Lindberg et al.
2018). SOLWEIG is a state-of-the-art model which
combines building and vegetation surface models and
spatial variations of 3-D radiative fluxes in complex urban
settings. SOLWEIG has been extensively evaluated in urban
environments over the last decade (Lindberg et al. 2008;
Lindberg and Grimmond 2011; Lindberg et al. 2016).

In its present configuration (Lindberg and Grimmond
2016), SOLWEIG uses only observed ambient air temper-
ature, independent of its measurement height, to estimate
the temperatures of surrounding surfaces (i.e., wall and
ground temperature) via a simple parameterization scheme.
Moreover, according to the authors’ knowledge, to date,
no evaluation and simulation tools are available for urban
areas, which can estimate the effects of a broad rollout of
photovoltaic facade and different ground surfaces in urban
districts necessary to characterize the change of ambient
air temperature and in general microclimate in urban street
canyons.

This study aims on closing this gap by coupling
SOLWEIG with parts of the Town Energy Balance (TEB)
model (Masson 2000). Below, we detail the model setup
as well as results from a recent field campaign for model
evaluation. During this field campaign, measurements
of short-wave radiation, wind speed, air, and surface
temperatures were performed. The campaign took place
between August 2016 and September 2017 on the campus
of the University of Natural Resources and Life Sciences
(BOKU) in Vienna.

The study focuses on (i) the simulation of canyon air
temperature based on measured input parameters and its
comparison to observed canyon air temperature in the
study domain (see dashed yellow box in Figure S1 in the
supplemental material); and (ii) evaluating the impact of
potential changes in the surface structure parameters of
wall and ground (i.e., albedo and energy balance of the PV
module) on the canyon air temperature and human comfort.

Methods

Based on the standard meteorological input file of
SOLWEIG, we developed a model structure which uses
only the required and available variables (ambient air
temperature Ta , wind speed U , relative humidity RH ,
barometric pressure pa , and incoming short-wave global
radiation Gh on a horizontal plane).

Instrumentations

For model development and evaluation, measurements
which are routinely performed at the meteorological moni-
toring platform located at the rooftop of the Schwackhöfer-
Haus (at approximately 26-m height above ground) have
been used. Additional measurements have been performed
within a street canyon nearby (southward-orientated at 3 m
above ground). Figure 1a and b shows both platforms and
the related measurements; Figure S1 in the supplemental
material shows the measurement sites from the top (dark
green ellipse = rooftop, green point = canyon). During the
campaign, radiation measurements were performed with
two types of pyranometer: on the rooftop with a MS-802
global radiation pyranometer (EKO Instruments) with a
wavelength range of 285–3000 nm; in the urban canyon
with a vertically mounted EMS 11 silicone diode sensor
(EMS Brno) covering a wavelength range of 400–1100 nm.
The ambient air temperature and relative humidity at the
rooftop have been measured with a thermocouple type K
combined with a humidity sensor (inside a radiation shield)
in direct vicinity to the wind sensor (for speed and direc-
tion) on the rooftop (see Fig. 1a). Air temperature and wind
speed measurements in the canyon were performed with a
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Fig. 1 Measurement setup used in this study. a The observational
platform of the University of Natural Resources and Life Sciences
(BOKU), located at the rooftop of the Schwackhöfer-Haus. b
Additional instrumentation in the studied urban canyon. c Infrared
picture of the setup shown in b taken on 19 June 2017 at 11:12 UTC.
The acronyms in a and b indicate individual meteorological variables
obtained; arrows point towards the corresponding instrument/sensor.
These are ambient air temperature Ta and relative humidity RH; both
measured with a thermocouple located 26 m above ground; wind
speed Utop at the rooftop, measured with a Kroneis anemometer 27 m
above ground; horizontal global radiation Gh, obtained with a MS-802
pyranometer (EKO Instruments); global radiation on a south-oriented
vertical plane Gw in the urban canyon, obtained with an EMS 11 global
radiation silicone diode sensor (EMS Brno); canyon air temperature
Tcan and canyon wind speed Ucan, both obtained with a DS-2 sonic
anemometer (METER Group, Inc). The three photovoltaic modules PV
are of type SX10M (SOLAREX). In the upper left of panel c, surface
temperatures of the PV modules (Sp1) and the building facade of the
Schwackhöfer-Haus (Bx1) are given

DS-2 sonic anemometer (METER Group, Inc.) with a speed
range of 0–30 m s−1 and an accuracy of 0.3 m s−1 (see

Fig. 1b). The measurement outputs of the individual sensors
in the urban canyon have been aggregated to 10-min aver-
ages to match the temporal resolution of the routine rooftop
measurements.

The surface temperatures were additionally measured
with an infrared camera of type FLIR E60bx (FLIR
Systems), which has an accuracy of ± 2% between 0 and
650 ◦C (see Fig. 1c).

The potential electricity production inside the urban
canyon was determined with three PV modules of
type SX10m (SOLAREX). The surface temperature was
measured with three thermocouples on the back side of the
PV modules.

Parameterization of wall surface temperature

Bogren et al. (2000) proposes to estimate the surface
temperatures Ts (horizontal or vertical) via a linear
relationship between maximum solar elevation and the
maximum difference between measured Ta and Ts under
clear-sky conditions (Lindberg et al. 2008). Here, we
propose a different approach, using global radiation
measured on a south-oriented vertical plane Gw instead of
solar elevation. Gw is calculated as

Gw = Gh

sin(α + β)

sin(α)
(1)

where β is the tilt angle of the vertical plane measured
from the horizontal and α is a function of the geographical
latitude φ and the declination angle δ given by

δ = (180/π) · (0.006918 − 0.399912 · cos(B)

+ 0.070257 · sin(B) − 0.006758 · cos(2B)

+ 0.000907 · sin(2B) − 0.002697 · cos(3B)

+ 0.00148 · sin(3B)), (2)

α = 90 − φ − δ (3)

where B = (n−1) 360
365 with the nth day of the year (Spencer

1971; PVEducation 2017).
To obtain the wall surface temperature Tw, we apply

the amplitude from the before mentioned linear relationship
to a sinusoidal wave function with maximum temperature
difference at 15:00 (local time) (Lindberg et al. 2016).

Parameterization of ground surface temperature

To calculate the ground temperature Tg , we apply the force-
restore method following Blackadar (1976) with a two-layer
approximation, i.e., with a parameterization of the sensible
heat flux Hs (2nd term in Eq. 4) and the ground heat flux
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Hg (3rd term in Eq. 4). The change in Tg per time step is
given as:

∂Tg

∂t
= F

S zg

− aFR

(
Tg − Tas

) − �
(
Tg − Tm

)
(4)

Here, F represents the net radiation balance at the ground
surface (which can be directly calculated with SOLWEIG),
S is the soil heat capacity given as a product of a
materials density ρ and its specific heat capacity c, � is
the angle velocity of the Earth, and aFR which is a time-
of-day dependent factor (3 × 10−4 s−1 for daytime,
1 × 10−4 s−1 for nighttime). Tm is the approximately
constant temperature of the bottom slab. The depth of the
thermal active layer zg is calculated using time period τ and
thermal conductivity λ (Stull 1988):

zg =
√

τ λ

4 π S
(5)

It follows that the near-surface air temperature Tas has to be
simulated based on measurements of Ta on the rooftop. To
model such continuous time series of Tg at time step (t +1),
we apply the Euler method with a given Tg at time step (t)

and the rate of change from Eq. 4 times a value i for the size
of every step:

Tg(t + 1) = Tg(t) + ∂Tg

∂t
· i (6)

Parameterization of urban canyon air temperature

As detailed above, we are interested in the air temperature
near the ground surface Tas . For simplification, we set Tas

as T̂can which is calculated in analogy to the TEB model.

T̂can =
Tg

RESg
+ 2 h

w
Tw

RESw
+ Ta

REStop

1
RESg

+ 2 h
w

1
RESw

+ 1
REStop

(7)

Note we did not parameterize the anthropogenic sensible
heat flux and snow cover terms given the general lack of
traffic at the case study site and summer time conditions.
Further required terms for estimating T̂can are h

w
, the canyon

aspect ratio (building height h to street width w) and RES,
the aerodynamic resistance for the ground (RESg), wall
(RESw), and rooftop (REStop), respectively, given as:

RESg = RESw = cp ρa(
11.8+4.2

√
U2

can+(u∗+w∗)2
) (8)

REStop = (
Utop Cd

)−1 (9)

whereby Ucan (parameterized as in the TEB model) and
Utop (measured) are the wind speeds for canyon and
rooftop, respectively. The characteristic scale of turbulent
wind u∗ + w∗ is calculated using Ta , Utop, and the
drag coefficient Cd (computed with the roughness length
z0town = h

10 and T̂can of the previous time step) (Moigne

2012). For estimating the surface heat flux, we consider the

rate of warming
(

∂Ta

∂t

)

r
at the rooftop as representative for

the whole convective boundary layer:

u∗ + w∗ = √
Cd Utop +

[
g h2

Ta

(
∂Ta

∂t

)

r

]1/3

(10)

where g is the gravitational constant (Arya 2001).

Energy balancemodel for PVmodules

Following the concept of the heat dynamics model for
building-integrated photovoltaic (BIPV) systems of Lodi
et al. (2012), we introduce a modified energy balance model
for PV module(s) mounted in urban canyons. As model
input, we use besides global radiation information (see
above) the measured surface temperature on the back side
of the PV module TbPV

, and information from a 2-D sonic
anemometer. At our study site, the thermal radiative heat
transfer between the back side of the PV module and the
gray glass facade of the Schwackhöfer-Haus (see Fig. 1b)
behind can be calculated following:

Qlb = APV σ

1
εbPV

+ 1
εw

− 1

(
T 4

bPV
− T 4

w

)
(11)

where APV represents the area of the photovoltaic
module with a value of 0.11 m2. εbPV

and εw are the
emissivity for the back side of PV modules and the facade
of the Schwackhöfer-Haus, respectively. TPV , the front
temperature of the PV module (which might be higher than
TbPV

), can be calculated following:

TPV = TbPV
+ Gw

1000 W m−2
�T (12)

where �T is the temperature difference between the front
and back sides of the PV module. �T is set to 1.9 ◦ C at an
irradiance level of 1000 W m−2 (King et al. 2004).

Now, the long-wave radiation exchange Qlf between
the sky, ground, the opposite building (Exner-Haus, see
Figure S1 in the supplemental material), and the front side
of the PV module is given as:

Qlf = APV σ
(
�sky εc T 4

sky + �g εc T 4
g

+ �b εc T 4
b − εgl T

4
PV

)
(13)

The parameter � is the view factor for surrounding surfaces.
Figure S2 in the supplemental material shows a fisheye
lens picture of the PV module perspective combined with
three digitalized images for the sky, for the ground, and for
buildings. The respective area percentage calculation yields
a sky view factor of �sky = 0.23, ground view factor �g =
0.43, and a building’s view factor of �b = 0.35. For the
emissivity εc, we assume a combined value of 0.95. Due to
the available information of dew point temperature Tdew on
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the rooftop, the sky temperature Tsky can be calculated using
the method of Duffie and Beckman (2013). The temperature
of the Exner-Haus Tb, which is shaded throughout the day,
is set to Ta (Lindberg and Grimmond 2011).

To determine the convective heat transfer Qc between the
front (Eq. 14) and back sides (Eq. 15) of the PV module
and the surrounding air, we apply Newton’s law of cooling
following Palyvos (2008) and Sharples (1984):

Qcf = APV (7.35 + 3.75 · Ucan) (Tcan − TPV ), (14)

Qcb = APV (1.8 + 1.93 · Ucan) (Tcan − TbPV
) (15)

The absorbed solar radiation is estimated through the
transmittance-absorptance product (τα)PV

∼= 1.01 τgl αPV

(Duffie and Beckman 2013) and the incidence angle
modifier IAM(θaoi) (Barker and Norton 2003):

Qs = APV 1.01 τgl αPV Gw IAM(θaoi) (16)

The remaining term of the heat transfer process is
transformed solar energy (i.e., electricity production of the
PV module), which is given as a function of TPV :

Qe = APV Gw IAM(θaoi) ηref

[
1 − β0

(
TPV − TPV,ref

)]

(17)

where ηref is the reference PV module efficiency (deter-
mined by laboratory measurements), β0 is a temperature
coefficient (see Table 1), and TPV,ref = 25 ◦ C is
the reference temperature at 1000 W m−2 (manufacturer
provided).

Continuous Time Stochastic Modeling for unknown
parameters

Continuous Time Stochastic Modeling (CTSM) is widely
used to estimate unknown parameters of non-linear systems
(Jazwinski 1970; Nielsen et al. 2000). Following the scheme
of a gray box model, which combines prior physical
knowledge and information from measurements, one can
use a set of stochastic differential equations (SDEs) of form

dXt = f (Xt , Ut , t, �) dt + W(Xt , Ut , �) dωt (18)

and a set of discrete time observation equations of form

yk = M(Xk, Uk, tk, �) + ek (19)

where t is the time, Xt is a vector of state variables, Ut

is a vector of input variables, � is a vector of unknown
parameters, and yk is a vector of output variables. f (·),
W(·), and H(·) are non-linear functions, ωt is a Wiener
process, and ek is the Gaussian white noise with the
covariance

∑
t . The CTSM package in R (Juhl 2016) applies

a maximum likelihood estimation of a time series with joint
probability density function

L(�) =
(

N∏

k=1

p(yk | ϒk−1, �)

)

p(y0 | �) (20)

with ϒN = [y0, y1, ..., yk, ..., yN] as a time series of N

observations. CTSM-R computes the likelihood function
and uses an optimization method to locate the most probable
set of parameters (Juhl et al. 2016).

Given the relatively small area of the PV module used
in this study (compared to, e.g., modules used in Jones and
Underwood (2001) and Lodi et al. (2012)), we considered
a single-state model to predict the average cell temperature.
In our case, the unknown parameters are the absorptivity of
the cells inside PV modules αPV and the heat capacity CPV .
The non-linear system for the photovoltaic energy balance
model to estimate these parameters is given as:

dTPV = C−1
PV

(
Qcf + Qcb + Qlf

+ Qlb + Qs − Qe) dt + W dωt ,

TPV ,m = TPV + ek (21)

Once the unknown parameters are determined, the Euler
method from Eq. 6 can be used to calculate the estimated PV
module temperature T̂PV (i) based on knowledge of global
radiation (on a vertical plane), wind speed, and ambient air
temperature at the rooftop, the angle of incidence of the
current step (i), and the back-side PV module temperature
with the canyon air temperature from the previous time step
(i − 1).

Results

Model evaluation for wall, ground, and air
temperature

As shown in Lindberg et al. (2016), the surface temperature
parameterization in SOLWEIG affects the mean radiant
temperature. Thus, precise measurements of the temperature
of surrounding surfaces are needed to accurately simulate
the canyon air temperature.

To this aim, infrared measurements (with a FLIR E60bx)
were taken of the facade behind the PV modules around
the time of maximum solar elevation. Due to the possible
settings in FLIR Tools (FLIR Systems 2016), the position
where pictures were taken was 5 m in front looking normal
to the wall of the Schwackhöfer-Haus and the emissivity
was set to εw = 0.95.

Following Lindberg et al. (2016), we show in Fig. 2a
the difference in wall surface temperature Tw and air (in
our case canyon) temperature Tcan, as a function of the
maximum solar elevation. The regression coefficients found
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Fig. 2 Scatter plots of the difference in temperature between the wall
surface temperature (Tw) and canyon air temperature (Tcan) as a func-
tion of a the solar elevation and b global radiation on a south-facing
vertical wall (Gw). The green points in panel a mark the outliers
from the theoretical curve (dashed red line) describing higher surface

temperature at higher solar elevation. The squared Pearson correlation
coefficient (R2) and the regression analysis with the coefficients are
provided in each panel. Note the number of measurements in a and
b are not the same as global radiation measurements have not been
available on 2 days

in the present analysis are in close agreement with those
originally described by Lindberg et al. (2016). Despite a
general agreement, a few individual measurements (marked
in green) deviate from the theoretical curve (dashed red
line) describing higher surface temperature at higher solar
elevation. However, the study of Lindberg et al. (2016)
considered only temperatures at solar elevation below 56 ◦
due to the higher geographic latitude in Sweden compared
to Vienna. Figure 2b shows a new method regarding the
difference of Tw and Tcan as a function of the observed
values Gw. The explained variance of the temperature
difference is strongly improved using Gw as predictor
(compare R2 = 0.61 in panel (a) with R2 = 0.76 in panel
(b)).

Calculating the ground temperature with the force-
restore method, we apply the following quantities: the heat
capacity of asphalt given as Sasphalt = 920 J kg−1 K−1 ·
2120 kg m−3 = 1.95 × 106 J m−3 K−1 and the
thermal conductivity λasphalt = 0.7 W m−1 K−1 (Lumitos
2017). Tm was set as an average of the daily mean of
Ta and the annual average temperature in 2 m depth of
12 ◦C to account for seasonal ground temperature variations
(possible maximum temperature was measured in 2-m depth
of 18.6 ◦C) (ZAMG 2018). To obtain F in Eq. 4 with
highest accuracy in SOLWEIG, measurements of the albedo
of the Schwackhöfer-Haus (gray panels faced with glass in
the upper part of Figure S3 in the supplemental material)
yielded a value of 0.27.

The canyon aspect ratio was calculated taking the average
height of both buildings and a street width of 17 m which
yields a value of h̄

w
= 20.2 m

17 m � 1.19. As now all required

parameters for the calculation of the canyon air temperature
T̂can are available, we derive it following Eq. 7.

Figure 3 provides a time series of the measured and
simulated air temperature inside and above the urban
canyon. We show the estimates for T̂can for both the
currently implemented SOLWEIG scheme (CS) and the
here proposed calculation scheme (PS). While both, CS
and PS agree quite well with the measurements of Tcan,
a closer comparison reveals structural differences among
the two approaches. Estimates from CS agree closer with
observations during morning hours (before 10:00 UTC),
while estimates from PS are closer to the measured canyon
air temperature around noon and during the afternoon/early
evening (until about 19:00 UTC). A disadvantage of CS
compared to PS is the circumstance that the ground
temperature decreases immediately to Ta due to the shadow
matrix. This is clearly visible in Figure S4 (supplemental
material) where at around 14:00 UTC, Tasphalt (CS) rapidly
decreases due to shading of the canyon (by the bridge
marked with yellow lines in Figure S1). The two outliers in
CS between 18:00 and 20:00 UTC stem from the fractional
cloud cover function as described in Lindberg et al. (2008).
Due to application of the parameterization throughout the
night, the simulated air temperatures are too low, especially
at the end of the time series after a pronounced heat wave.

The statistical analysis of the modeled versus observed
canyon air temperature for CS and PS is shown in Fig. 4a
and b, respectively. While both parameterization schemes
work generally well, PS shows an improved explained
variance (squared Spearman’s rank correlation coefficient)
compared to CS. More importantly though, the root mean
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Fig. 3 Time series of the air
temperature (T ) measured at the
rooftop (Ta , red) and inside the
urban canyon (Tcan, green), and
simulated canyon air
temperature with the currently
implemented SOLWEIG
scheme (CS) (T̂can, orange,
dashed line) and the proposed
calculation scheme (PS) (T̂can,
orange, solid line). Time series
of the difference between Tcan

and T̂can, respectively, is shown
in the lower part (brown dashed
(CS) and solid (PS) lines)
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square error (RMSE) for PS is reduced compared to
CS. In summary, the here-presented calculation scheme
(PS) performs better than the standard scheme (CS).
Nevertheless, also PS shows slight underestimations in the
heating phase of the urban canyon.

Parameter estimation and simulation for PV
modules

As manufacturers commonly do not provide optical or
thermal specifications of a PV module, this information was
compiled through literature review (see Table 1). The initial
value of CPV for the CTSM system was estimated using

a value given in Jones and Underwood (2001) with a total
heat capacity of 2918 J K−1 and a total area of 0.51 m2.
Assuming the mounted PV modules are very similar to the
ones in Jones and Underwood (2001), the heat capacity of

each module is 2918 J K−1 · 0.11 m2

0.51 m2 ≈ 650 J K−1 (scaled
by total area). The final value of CPV is given in Table 1.
αPV was also estimated by CTSM using an initial value of
Moralejo-Vȧzquez et al. (2015).

Lodi et al. (2012) suggests parameter estimation based
on data from partly cloudy days, given that the modeled
heat transfer processes are less correlated under cloudy than
under clear-sky conditions. For the present study, parameter
estimation is based on data taken on 18 June 2017 between

Fig. 4 Scatter plots of measured
(Tcan) and simulated (T̂can)
canyon air temperature for a the
proposed calculation scheme
and b the currently implemented
SOLWEIG scheme. Each panel
provides the squared
Spearman’s rank correlation
coefficient (R2) and the root
mean square error (RMSE)
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Fig. 5 a The auto-correlation
function (ACF) and b the
cumulated periodogram of the
residuals for the continuous time
stochastic model used for the
mounted photovoltaic module.
The blue dashed lines mark the
95% confidence limits for
random noise
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00:00 and 23:50 UTC with 10-min temporal resolution.
Measurements include several input values for the CTSM
system including Gw, Ucan, Ta , Tcan, Tdew, and TbPV

.
Ground temperature Tg in front of the PV module and wall
temperature Tw behind the PV module have been simulated
with the PS scheme in SOLWEIG. Tg was averaged over
an area of 7 · 7 m2 (see Figure S1 in the supplemental
material, red square), seen as the distance from the PV
module to parked cars. In Fig. 5, we show the white noise
verification of the model considering the auto-correlation
function (ACF, panel (a)) and the cumulative periodogram
(panel (b)). Here, the blue dashed lines mark the confidence
level of 95% under the hypothesis that the model residuals
are white noise. The PS describes heat transfer in and
around the PV module enough sufficiently. We note in
passing that for characterizing a larger PV unit, the model
would need to be expanded to a two-state model as used for
example by Lodi et al. (2012).

Applying the estimated parameters (Table 1) in Eq. 21
combined with the Euler method, the PV module temper-
ature is predicted. The output of the simulated T̂bPV

is
compared with the measured TbPV

for 18 to 20 June 2017 in
Fig. 6a. In panel (b), we show the difference between model
prediction and observations. The model shows most satis-
factory results on June 18, a day with partial cloud cover.
In contrast, larger differences are found for 19 and 20 June
2017, which have been characterized by prevailing clear-sky
conditions. Clear-sky days are more difficult to model due
to overall higher temperatures and reflections of obstacles
in the environment (see second sun in Figure S3 in the sup-
plemental material). However, the statistical analysis of the
CTSM-based system (provided in Fig. 7) shows good agree-
ment throughout the time series, with an explained variance
of R2 = 0.99 and a RMSE = 1.2 ◦C (N = 432).

Simulations for various surface conditions

Urban planning strives to reduce the urban canyon air
temperature and generally undesirable effects of the urban
heat island. Therefore, the UTCI can describe human
thermal comfort inside different surface structures and is
thus an important planning quantity.

This study seeks to model the urban thermal environment
at a study site in Vienna, Austria. We compare the influence
of the current urban structure at the study site (dark
asphalt on the ground combined with a glass facade) with
those of a ground of bright concrete combined with a

Table 1 Technical specifications of the three PV modules used in this
study

Type of solar cell Poly-crystalline1

Total aperture area 0.11 m2

Voltage at MPP2 16.80 V

Current at MPP2 0.59 A

Nominal power 10.00 W

PV module efficiency3 ηref 8.07 %

Temperature coefficient β0 0.50 % K−1

Absorptivity of cell αPV 0.84

Emissivity of glass4 εgl 0.91

Transmittance of glass5 τgl 0.90

Emissivity of back side4 εbPV 0.85

Heat capacity CPV 754.95 J K−1

1p-Si
2Maximum Power Point
3Average of all three PV modules
4(Armstrong and Hurley 2010)
5(Herrando et al. 2014)
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Fig. 6 Time series of a the
temperature (T ) measured inside
the urban canyon (Tcan, green)
and at the back side of the PV
module (TbPV

, blue) and
simulated at the back side of the
PV module (T̂bPV

, red) and b the
difference (�TbPV

) between the
measured and simulated
back-side photovoltaic module
temperature
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photovoltaic facade. To this aim, we assume conditions
where PV modules cover the whole southern wall of the
building in the study domain, as the distance between the
PV modules and the back-side wall is large enough to
assume that the convective heat transfer is the same as
used in the CTSM system. The largest uncertainty of this
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Fig. 7 Scatter plot of the measured temperature (TbPV
) and simulated

temperature (T̂bPV
) of the PV module. The upper-left corner provides

the squared Spearman’s rank correlation coefficient (R2) and the root
mean square error (RMSE)

assumption is that we do not have knowledge about the
surface temperature of the back-side wall which is an input
variable for thermal radiative heat transfer. Therefore, we
need to make assumptions for Tw. Here, we assume that it
can be calculated with the same regression coefficients as
given in Fig. 2b but considering addition of an average value
of T̂can, Ta , and daily average of Ta (considering that the
daily average will not change its value, only the amplitude
varies). Further, we make the assumption that the calculated
Ucan as in the TEB model can be taken as wind speed for
calculating the UTCI.

After defining the new modeling systems, a comparison
of the canyon air temperature between different surface
conditions can be done. For such calculations, the albedo
κ of each surface has to be defined. The albedo value for
asphalt κg = 0.18 was chosen based on Lindberg et al.
(2016). The value for concrete κg = 0.56 was measured
in the work of Krispel et al. (2017) and the value for the PV
modules κPV = 0.10 was taken from Moralejo-Vȧzquez
et al. (2015).

Figure 8a, b, and c shows time series of T̂can and
the UTCI for these different surface conditions including
an additional simulation for UTCI with Ta . The related
differences, �T̂can and �UTCI, are shown in Fig. 8d, e, and
f, respectively. Our results show that a bright ground surface
and a slightly decreased wall temperature (see Figures S4
and S5 in the supplemental material) can substantially
reduce air temperature (by up to − 1.30 ◦C) and the UTCI
(by up to − 1.10 ◦C) in the sun between 7:00 and 14:00
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Fig. 8 Time series of a the modeled urban canyon air temperature
(T̂can), (b, c) the modeled Universal Thermal Climate Index (UTCI)
with T̂can (orange and cyan), and the air temperature measured at the
rooftop Ta (red) between 19 and 20 June 2017. The legend in panel
a shows the reflectance (κ) for different surfaces (κg = 0.18 for

asphalt, κw = 0.27 for glass facade, κg = 0.56 for concrete, and
κPV = 0.10 for photovoltaic facade). Panels d, e, and f provide the
difference between each surface condition regarding T̂can and UTCI,
respectively

UTC. Even larger reductions are found in the shade between
14:00 and 16:00 UTC for both canyon air temperature
(by up to − 1.65 ◦C) and UTCI (by up to − 1.85 ◦C).
Further, Fig. 8f shows that an air temperature measured
at a site which is not related to the actual surrounding
surfaces results in a highly erroneous estimate of thermal
(dis)comfort. In our case, �UTCI simulated with Ta shows
a difference up to − 4.50 ◦C and misses the very strong
occurring heat stress (defined as UTCI between 38 and
46 ◦C) on the first day of the simulation period (see Fig. 8c).

These results indicate that even small, local changes to
the surface and thus albedo can have a measurable effect on
air temperature and UTCI in an urban canyon. While this
decrease between − 1 and − 2 ◦C seems to be noticeable
but yet small, it shall not be underestimated in its effect on
human comfort in a warmer future climate.

Discussion and conclusions

This study seeks to improve the simulation of air temper-
ature in urban canyons. To this aim, field measurements
have been performed in 2016 and 2017, to evaluate/update

the wall and ground temperature parameterization and an
energy balance model for photovoltaic (PV) modules within
the solar and long-wave environmental irradiance geome-
try (SOLWEIG) model and couple it with parts of the Town
Energy Balance (TEB) model.

For the parameterization of the wall surface tempera-
ture, we take infrared pictures of the Schwackhöfer-Haus
at the University of Natural Resources and Life Sciences
(BOKU), Vienna, with a FLIR E60bx to evaluate the
accuracy of the current calculation scheme in SOLWEIG.
Results show a clear overestimation of the surface tempera-
ture at solar elevation angles over 56 ◦ (R2 = 0.61). We use
global radiation measurements on a vertical plane instead to
generate new regression coefficients (R2 = 0.76).

We implement an updated calculation scheme for
simulating ground temperature, which allows considering
surface with user-specified albedo value and thermal
conductivity properties. To develop this scheme, we used
the force-restore method combining the radiation, sensible,
and ground heat flux with the Euler method to estimate a
time series of the ground temperature.

At the BOKU site, the ambient air temperature has been
measured routine at the rooftop (26-m height above ground)
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but outputs show a difference up to 6 ◦C to the measured
canyon air temperature (3 m height above ground). This
huge difference is compensated with parts of the TEB model
calculating the canyon air temperature.

We compare the performance of the currently imple-
mented SOLWEIG scheme (CS) and the here-proposed
calculation scheme (PS). The results of the canyon air tem-
perature show a better performance of PS, particularly a
substantial reduction in RMSE. While the PS shows gen-
erally satisfactory skill in predicting temperatures inside
the studied urban canyon, we note that further updates are
needed for the representation of open areas, street crossings,
and different canyon orientations. Further, an implementa-
tion of the glazing ratio for buildings would also increase
the overall quality of SOLWEIG.

Considering the importance of sustainable energy pro-
duction and climate warming, we perform scenario calcula-
tions to investigate effects of potential changes to the wall
surface inside an urban canyon. We do so by evaluating
a heat transfer single-state model for a vertically mounted
photovoltaic (PV) module.

A comparison between model results for current surface
conditions (dark asphalt on the ground combined with a
glass facade) and possible modification conditions (ground
covered with bright concrete and a PV facade) was
performed. The results indicate a robust decrease in canyon
air temperature by up to − 1.65 ◦C for the modified canyon
environment. To estimate human thermal comfort, we focus
to calculate the Universal Thermal Climate index (UTCI).
UTCI decreases by approx. − 1.00 ◦C in the sun and
− 1.85 ◦C in the shade considering a change from present
to modified conditions. We note in passing that future work
should focus on effects of brighter surfaces for potentially
increased human thermal stress.

We note in closing that additional field experiments for
PV facades or building-integrated PV systems on large
scales (e.g., a size of 60 · 20 m2 like the south-facing
wall of the Schwackhöfer-Haus) would strongly increase the
quality of energy balance models, as the one presented here,
and the possibility to mitigate, at least partially, urban heat
island effects.
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Masson for providing the Town Energy Balance model. The authors
are grateful to Christian Gützer (University of Natural Resources and
Life Sciences (BOKU), Vienna) for the technical support. This work
received financial support from the University of Natural Resources
and Life Sciences (BOKU) in Vienna.

Funding information This work was supported by the project “Opti-
mizing reflecting materials and photovoltaics in urban areas regard-
ing the radiation balance and bioclimatic” funded by the Austrian
Research Promotion Agency (FFG) and the project “Influence of urban
expansions on the urban heat island in Vienna” funded by the Klima-
und Energiefonds.

Abbreviations a, time-of-day dependent factor (force-restore method)
(1/s); A, area (m2); B, day of the year dependent factor (declination
angle) (−); c, specific heat capacity (J/); C, heat capacity (J/K); Cd ,
drag coefficient (−); CS, currently implemented SOLWEIG scheme;
CTSM, continuous time stochastic model; e, Gaussian white noise (−);
f, non-linear function; F, net radiation balance (W/m2); g, gravitational
constant (m/s2); G, global radiation (W/m2); h, building height (m);
h, average building height (m); H, heat flux (W/m2); i, value for the
size of every step (Euler method) (−); IAM, incidence angle modifier
(−); M, non-linear function; n, day of the year (−); N, number of
observations (−); p, pressure (hPa); PS, proposed calculation scheme;
Q, heat transfer (W/m2); Qc, convective heat transfer (W/m2); Ql,
long-wave heat transfer (W/m2); RES, aerodynamic resistance (s/m);
RH, relative humidity (%); S, soil heat capacity (J/m3 K); t, time (s);
T, measured temperature (◦C); T̂ , modeled temperature (◦C); u∗ +w∗,
turbulent wind (m/s); U, wind speed (m/s); w, street width (m); W, non-
linear function; y, discrete time observation; z, depth of thermal layer
(m); z0, roughness length (m).

Greek symbols α, absorptivity (−); β, tilt angle of a vertical plane
from the horizontal (◦); β0, temperature coefficient of photovoltaic
module (%/K); δ, declination angle (◦); �T, temperature difference
(K); ε, emissivity (−); η, photovoltaic module efficiency (%);
θaoi , angle of incidence (◦); �, vector of unknown parameters; κ ,
reflectance (−); λ, thermal conductivity (W/(m K)); ρ, material density
(kg/mÂş); σ , Stefan-Boltzmann constant (W/(m2 K4)); �, covariance;
ϒ , time series of N observations; φ, geographical latitude (◦); �, view
factor (−); ω, Wiener processs; �, Earth’s angle velocity (1/s).

Subscripts a, air; as, near-surface air; asphalt, index for asphalt
properties; b, back side; bPV , back side of photovoltaic module; c,
combined value; can, urban canyon; dew, dew point; e, electricity; f,
front side; g, ground; gl, glass; h, horizontal plane; m, approximately
constant value; p, constant pressure; PV, photovoltaic module; r, rate;
ref, reference; s, solar; sky, sky; top, rooftop; w, wall.
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Abstract
In this study we produce two urban development scenarios estimating potential urban sprawl and optimized
development concerning building construction, and we simulate their influence on air temperature, surface
temperatures and human thermal comfort. We select two heat waves representative for present and future
conditions of the mid 21st century and simulations are run with the Town Energy Balance Model (TEB)
coupled online and offline to the Weather Research and Forecasting Model (WRF). Global and regional
climate change under the RCP8.5 scenario causes an increase of daily maximum air temperature in Vienna
by 7 K. The daily minimum air temperature will increase by 2–4 K. Changes caused by urban growth or
densification mainly affect air temperature and human thermal comfort locally where new urbanisation takes
place and does not occur significantly in the central districts. A combination of near zero-energy standards and
increasing albedo of building materials on the city scale accomplishes a maximum reduction of urban canyon
temperature achieved by changes in urban parameters of 0.9 K for the minima and 0.2 K for the maxima.
Local scale changes of different adaptation measures show that insulation of buildings alone increases the
maximum wall surface temperatures by more than 10 K or the maximum mean radiant temperature (MRT) in
the canyon by 5 K. Therefore, measures to reduce MRT within the urban canyons like tree shade are needed
to complement the proposed measures. This study concludes that the rising air temperatures expected by
climate change puts an unprecedented heat burden on Viennese inhabitants, which cannot easily be reduced
by measures concerning buildings within the city itself. Additionally, measures such as planting trees to
provide shade, regional water sensitive planning and global reduction of greenhouse gas emissions in order
to reduce temperature extremes are required.

Keywords: urban sprawl, climate change, heat waves, urban scenarios, resilience, TEB, WRF, UTCI

1 Introduction

The urban environment influences the atmospheric con-
ditions at the surface in various ways. Air temperature
is higher mainly at night in comparison to rural areas,
which is well known as the urban heat island effect,
(UHI, Landsberg, 1981; Oke, 1982; Grimmond et al.,
2010). In addition, vapour pressure or specific humid-

∗Corresponding author: Heidelinde Trimmel, Institute of Meteorology and
Climatology, University of Natural Resources and Life Sciences (BOKU),
Gregor Mendelstrasse 33, 1180 Vienna, Austria, e-mail: heidelinde.trimmel
@boku.ac.at

ity can be lower due to reduced water availability, and
the radiation and wind fields are strongly altered by the
three-dimensional building structures (Grimmond et al.,
2010).

These effects might further increase due to strong
urbanization trends, which includes densification and
growth of existing urban agglomerations. For instance,
until 2030, the population within the metropolitan area
of Vienna is expected to increase by 10 % (ÖROK,
2017). This will cause an increase in the demand for
gross floor area resulting in urban densification and/or
urban expansion. However, even under current condi-
tions, the population in Vienna is suffering from heat
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stress during the summer months (Matzarakis et al.,
2011; Muthers et al., 2010; MA 22, 2018). In the
present article, we research the impact of the projected
urban development in Vienna on human thermal com-
fort.

Rises in air temperature that can be expected due
to climate change (APCC, 2014) present an additional
threat to human thermal comfort in the urban realm. Air
temperature has been rising and is expected to continue
to rise globally within the next century (IPCC, 2013). In
eastern Austria, mean air temperature has risen by 2 K
since 1880, which is more than double the 0.85 K rise
recorded globally (Auer et al., 2014). Emission scenario
A1B projects that by the end of the 21st century mean
air temperature increases of 3.5 K above the level of
the reference period 1961–1990 are expected in Austria
(APCC, 2014; Gobiet et al., 2014). Cities themselves
contribute to climate change by the emissions caused by
e.g., ground and air traffic, industrial processes, heating,
electricity generation, waste and production of building
material (De Pee et al., 2018; Bardow and Green,
2018; Kennedy et al., 2009).

Heat waves have been recognized as a lethal threat
to humans around the world within the last decades
(McMichael et al., 2003; Valleron and Boumendil,
2004; Kim and Kyselý, 2009; Grimmond et al., 2010:
Gabriel and Endlicher, 2011) and also Vienna (Hut-
ter et al., 2007). Additionally, the combination of the
elevated air temperature during heat waves and high ir-
radiation (Otani et al., 2017; Schreier et al., 2013), hu-
midity (Steadman, 1979a, b) or air pollution (Kalisa
et al., 2018; Schnell and Prather, 2017; Zhang et al.,
2017) poses a threat to human health.

It has been found that the heat wave length and
intensity will increase in the future, e.g., for Paris
(Lemonsu et al., 2013) and also for Vienna (Formayer
et al., 2007). Kyselý days are defined as days of a heat-
wave period, which is characterised by at least three
subsequent days with daily maximum air temperature
larger than 30 °C and continues until the daily maximum
air temperature drops below 25 °C or until the mean
daily maximum air temperature of the period drops be-
low 30 °C (Kyselý et al., 2000). An increase of the
number of Kyselý days by up to a factor of 10 from
1961–1990 to the end of the 21st century is expected
by Formayer et al. (2007) for Vienna (Scenario A2,
Model: HadRM3H; Jones et al., 2001). This alarming
fact has caused various heat warning systems to be de-
veloped (Michelozzi et al., 2004; Tan et al., 2007).

To be able to project the thermal strain caused by
future heat waves and urban growth it is necessary to
have the appropriate tools that can take into account
as many of the involved physical processes as possi-
ble (especially in the context of a changing climate).
This includes microscale processes such as reflections
within the urban canyon, wind reduction, energy up-
take and storage in roads and buildings resolved, e.g.,
by the town and energy balance scheme TEB (Masson,
2000; Masson et al., 2002; Bueno et al., 2012; Pigeon

et al., 2014). Furthermore, representations of evapotran-
spiration by urban vegetation, which have been im-
plemented in TEB (Lemonsu et al., 2012; DeMunck
et al., 2013), city scale effects caused by spatial inhomo-
geneity (e.g., potential thermal breezes), and topography
(e.g., topographically-generated or modified winds) are
of key importance. Finally, the interaction between the
surface layer and the atmosphere and its effects on the
evolution of the urban boundary layer are crucial (Oke,
1987; Stull, 1988, Bornstein and Lin, 2000; Grim-
mond et al., 2010) as it is done in atmospheric models,
e.g., the weather research and forecasting model WRF
(Skamarock et al., 2008).

In this study we will work with resilience measures,
because we want to point out that the aim of urban de-
velopment should be to make the city more resilient –
or to better cope and maintain function during climatic
extremes (Zommers and Alverson, 2018). Resilience
covers the more holistic approach of urban planning
(Sharifi and Yamagata, 2018; Ürge-Vorsatz et al.,
2018). Here, we will apply some basic changes in ma-
terial properties as a first and important step to help to
reduce thermal strain in urban agglomerations and thus
increase resilience.

To measure the subjective perception of temperature
there are many indices describing human thermal com-
fort (PMV (Fanger, 1970), PET (Mayer and Höppe,
1987), UTCI (Fiala et al., 2001; Bröde et al., 2012;
Jendritzky et al., 2012)), heat stress or apparent tem-
perature (humidex, wind chill, wet-bulb globe tempera-
ture). Generally important factors for the human organ-
ism are the radiation received by humans, the ambient
air temperature, humidity and wind speed (Mayer and
Höppe, 1987). There is a positive relationship between
human thermal stress and increasing MRT for the warm
part of the thermal comfort spectrum. In this thermal
comfort range the relation to air temperature and water
vapour pressure even increases with higher air tempera-
tures (Dou, 2014). In this study the Universal Thermal
Climate Index (UTCI) is used.

The aim of this article is, to present:

1. The setup of a mesoscale meteorological model cou-
pled to an urban energy balance model (Section 2.1)

2. Future urban scenarios for Vienna (Section 2.3
and 2.4)

3. The change of the 2 m air temperature for a selected
present and a future heat wave on city level (Sec-
tion 3.1):

• Daily maximum temperature, as a factor for hu-
man thermal strain

• Daily minimum temperature, to quantify the noc-
turnal canopy urban heat island (CUHI) magni-
tude

• The influence of urban sprawl and densification
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4. Analysis of the effects of different resilience mea-
sures on a local level (Section 3.2):

• Energy flux differences, which are transferred
from the urban surface to the atmospheric model

• The surface temperatures of roof, wall and road,
to understand the air temperature changes

5. Analysis of canyon parameters to estimate thermal
strain in the idealized canyon (Section 3.3)

We do not address the detail planning within the
street canyons, but urban development regarding urban
material choice, distribution and density of built land on
a scale > 100 m.

2 Materials and methods

2.1 Modelling Framework

In this study, the open-source mesoscale atmospheric
model WRFv3.9.1 (Skamarock et al., 2008) is used in
combination with an urban canopy model called the
Town Energy Balance (TEB; Masson, 2000; Masson
et al., 2002) model. Both models are coupled and run on-
line. Additionally, offline simulation runs were done by
forcing TEB as it is integrated in SURFEXv8 (Boone
et al., 2017) with the output of WRF-TEB.

WRF is used to downscale the ECMWF Analysis
Data Set for present-day conditions (temporal resolu-
tion of 6 hours, horizontal resolution of 9 km (https://
www.ecmwf.int/en/forecasts/datasets/set-i) via two in-
termediate nests (3 km and 1 km resolution) using one-
way grid nesting to a 333 m resolution domain covering
the city of Vienna (Figure A-1). There are 40 vertical
levels in the WRF simulations, thereof 7 below 1000 m.
For the topographical elevation, the SRTM1Arc:30 m
data set is used. The Yonsei University Scheme is used
for the Planetary Boundary Layer scheme together with
the NOAH Land Surface Model to model the land-
atmosphere interaction. For the land cover information,
the Corine data (EEA, 2012) was reclassified to USGS
classes (30 non-urban, 3 urban) (Table B-1) in order to
be consistent with WRF (Schicker et al., 2016).

For the future heat wave conditions, we use se-
lected events from regional climate model simulations
forced by different representative concentration path-
ways (RCPs) to force our WRF-TEB simulations. The
details of the regional climate model simulations, the
heat wave selection process, and the coupling with WRF
are described in Section 2.5.

Our different future urban development scenarios
representing urban densification and sprawl are created
by modifying the Corine land surface dataset using spe-
cific information regarding expected urban growth. The
details of these urban development scenarios, and how
they are created and applied is described in Section 2.4.

TEB version 1.1550 is implemented in the Weather
Research and Forecasting (WRF) model. The Town

Energy Balance (TEB) model developed by Masson
(2000) is a physically based single-layer urban canopy
scheme that is designed for urban surface parameteriza-
tion of atmospheric models. The building energy model
(BEM) that has been integrated in the TEB scheme
(Bueno et al., 2012) is also deployed in the coupling.
BEM-TEB makes it possible to represent the energy ef-
fects of buildings and building systems on the local ur-
ban climate and to provide estimations of the building
energy consumption at the city scale with a resolution
of down to 100 m.

The TEB scheme takes meteorological parameters
at the lowest level of WRF as input. These parameters
are air temperature and specific humidity, wind speed
and direction, air pressure, direct and diffuse down-
welling solar radiation, downwelling longwave radiation
and precipitation. In return, TEB provides roof, road and
wall temperature, emissivity, latent, sensible heat and
momentum fluxes to the WRF model as output. In ad-
dition, 2-m temperature, 2-m humidity, and 10-m wind
are obtained from the diagnosed TEB canyon tempera-
ture, humidity, and wind, respectively.

The URBPARAM.TBL and registry files in WRF
have also been modified to accommodate urban param-
eters required by TEB-BEM and to write out urban pa-
rameters in the model output. All necessary conversions
(e.g., specific humidity to mixing ratio) are done. We use
the canyon temperature calculated by TEB for the calcu-
lation of the 2 m air temperature of WRF-TEB within ur-
ban areas. The coupled model WRF-TEB uses the same
spatial resolution as the original WRF.

Offline simulations using SURFEXv8 were done due
to different reasons. First, the simulation time was much
faster and so more resilience measures could be simu-
lated, as would have been possible with the online ver-
sion, second some resilience measures (green roofs and
photovoltaic on roofs) have not been implemented in
WRF-TEB, but in SURFEXv8 and third SURFEXv8 of-
fers the calculation of the thermal index UTCI. We ana-
lysed various results from the offline simulations: the
energy fluxes, surface temperature, canyon air tempera-
ture, mean radiant temperature and UTCI. Here, mainly
shaded UTCI is used, which is the UTCI calculated only
from influences by diffuse radiation, without the direct
component. Therefore, it can also be calculated when no
buildings are present. The direct component is so pro-
nounced, that in this study we found that there is no
way to improve the UTCI in the sun during summer heat
waves, only conditions can be made more bearable in the
shadow.

2.2 Validation and uncertainties

The energy fluxes and surface temperatures of roof, wall
and road temperatures calculated by TEB have been val-
idated by Masson et al. (2002) for Vancouver and Mex-
ico City. For Mexico City the road and roof tempera-
tures showed a bias of 4 and 1.9 K, and a RMSE of 4.2
and 4.5 K. The radiation, turbulent (sensible+latent) and
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storage fluxes showed a bias of 10, −3 and 13 W m−1,
respectively, and a RMSE of 32, 25 and 38 W m−1. For
Vancouver the wall and roof temperatures showed a bias
of 2.3 and 2.5 K and a RMSE of 3 and 7.3 K. Further
TEB was validated for Marseille (Lemonsu et al., 2004),
Ouagadougou (Offerle et al., 2005) and cold climates,
which is not relevant here. The BEM was validated
by Pigeon et al. (2014) for Paris. In addition, we vali-
dated the 2 m air temperature in different Viennese urban
canyons and found a mean absolute error for WRF-TEB
between 0.99 and 1.51 K, and the RMSE was between
1.3 and 1.89 (Table A-1).

The water vapour pressure calculated from WRF-
TEB is compared to measurements at Wien Hohe Warte
(Figure A-7) and Wien Innere Stadt (Figure A-8). An
RMSE of 2.68 and 2.03, a bias of 1.55 and 0.28, re-
spectively, were found. Under the circumstances de-
scribed above, the imprecisions lead to an uncertainty
of 0.2–0.3 K in the UTCI.

If we use the meteorological conditions of the future
heat wave to estimate the forward propagation of a po-
tential error of air temperature in the range of the cal-
culated RMSE of 1.9 K, then we find that the UTCI in-
creases directly with the air temperature, so this error
would result in an increase of 1.9 K in UTCI as well.

The MRT and UTCI calculated by TEB was com-
pared with the results of the higher spatially resolved
model SOLWEIG. The validation is described in more
detail in Annex A.

2.3 Definition of urban parameters of Vienna

In order to run the simulations, the urban parameters
were derived for Vienna. First, they were obtained
for the finest available scale, then aggregated on
block scale of the Viennese municipal land use
map (Realnutzungskartierung – https://www.wien.
gv.at/stadtentwicklung/grundlagen/stadtforschung/
siedlungsentwicklung/realnutzungskartierung/pdf/
rnk-2012.pdf). This method was oriented on the study
by Cordeau (2016) and a graphical overview can
also be found in the Annex (Figure B-1). The surface
ratios of built, sealed and unsealed surface were derived
from the highly detailed vector land cover data set
(Flächenmehrzweckkarte – Viennese building height
model (Baukörpermodell – https://www.wien.gv.at/
stadtentwicklung/stadtvermessung/geodaten/bkm).
Building roughness height was estimated as 1/10th of
building height. The vertical to horizontal wall ratio
was calculated using the above-mentioned vector data
sets. The physical building parameters were derived
by linking a dataset of building age and typology
with typical building parameters obtained from dif-
ferent studies (Berger et al., 2012; Amtmann and
Altmann-Mavaddat, 2014) and the OIB (Austrian
Institute of Construction Engineering). More informa-
tion about the mapping of physical building parameters
can be found in Annex B. Because the selected outer
model domain covers 417 km× 297 km (Figure A-1)

and thus is much larger than the area for which the LCZ
map could be produced and WRF is not able to include
all LCZ classes, so the Corine 2012 data set was used
in this study. Unlike the LCZs and the UrbanAtlas,
Corine 2012 is available for all WRF domains, and
there is existing methodology for how to use Corine
in WRF (Pineda et al., 2004; Schicker et al., 2016).
Corine is updated every 6 years. After this there might
be even update cycles of 5 years, which makes it a very
useful dataset.

While the standard version of WRF reclassifies
Corine to USGS classes and thereby regroups all ur-
ban classes of Corine (1–11) to one urban class (Pineda
et al., 2004), WRF-TEB is enhanced to support the use
of 3 urban classes. In order to take into account non-built
and vegetated urban areas, some urban classes of Corine
are reclassified to USGS Nature classes (Table B-1). The
parameters are thus extracted for these classes. The final
model setup is listed in Table B-2.

2.4 Urban Scenarios

In this study next to the actual Corine land use data
set two adapted “future” Corine data sets were cre-
ated which show differing urban distributions (see An-
nex C). A further additional five scenarios, where only
urban parameters were changed are prepared (2.4.2). An
overview of the parameters used is given in Table 1.
The “reference scenario” (REF) is the base scenario
and shows the distribution of urban area according to
the Corine 2012 data set, generalized to USGS Classes
(Fig. 1a). The two urban development scenarios “urban
sprawl” (SPR) and “optimized city” (OPT) both assume
the same increase of population and estimated gross
floor area demand (see Annex C, Table C-1), but under
different spatial distribution (see Annex C, Table C-2).
SPR assumes the same material property as REF. OPT
uses modified urban parameters as described in Sec-
tion 2.4.1.

2.4.1 Change in material properties

Apart from the spatial changes, the OPT scenario dif-
fers in two aspects, which are intended to represent se-
lected effective resilience measures which can poten-
tially be implemented in Vienna to counteract climate
change and to reduce the urban heat island within the
possibility of the modelling framework (Table 1). This
reduction is aimed to be achieved mainly by reduction
of heat uptake by increasing reflection and by prevent-
ing heat transfer into the building and not by increasing
the latent heat flux to avoid sultriness, which can play
an important role at high air temperatures (Steadman,
1979a, b). Tree shade, which is a very important mea-
sure to improve human thermal comfort at street level
could not be included in the study due to model con-
straints. It is assumed that the same resilience measures
are applied to all three urban categories to obtain maxi-
mum effects.
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Table 1: Overview of all presented scenarios: reference scenario (REF), the urban development scenarios: urban sprawl (SPR), optimized
city (OPT), the resilience measure scenarios: increased albedo (ALB), decreased thermal conductivity of urban materials (INS), increased
urban density (DEN), implementation of green roofs (GRR), installation of photovoltaic panels on roofs (PVR).

Name of urban scenario: REF SPR OPT ALB INS DEN GRR PVR

Total built urban area [km2] 929 1115 939 929 929 929 929 929
relative to “REF” [%] 100 % 120 % 101 % 100 % 100 % 100 % 100 % 100 %
built area in urban category:

low density residential [%] 22 22 24.2 22 22 24.2 22 22
high density residential [%] 46 46 46.2 46 46 46 46 46
commercial [%] 16 16 24.2 16 16 24.2 16 16

Thermal conductivity, roof [W/mK] 1.7 1.7 0.1 1.7 0.1 1.7 1.7 1.7
Thermal conductivity, wall [W/mK] 1.4 1.4 0.1 1.4 0.1 1.4 1.4 1.4
Thermal conductivity, ground [W/mK] 0.9 0.9 0.4 0.9 0.4 0.9 0.9 0.9
Albedo, roof [–] 0.15 0.15 0.68 0.68 0.15 0.15 0.154 0.1
Albedo, wall [–] 0.2 0.2 0.3 0.3 0.2 0.2 0.2 0.2
Albedo, ground [–] 0.138 0.138 0.3 0.3 0.138 0.138 0.138 0.138
Green roof fraction [–] 0 0 0 0 0 0 1 0
Photovoltaic fraction on roofs [–] 0 0 0 0 0 0 0 1
WRF-TEB online forcing for SURFEX offline simulations REF SPR OPT REF REF REF REF REF

Figure 1: Spatial location of urban area in the three urban development scenarios: a) REF (up left), b) SPR (right) and c) OPT (down left).
Actual urban areas are dark, middle and bright grey (high density residential, low density residential and commercial). Additional urban
sprawl areas are purple. Known development areas are orange. Vegetation areas: yellow: dryland cropland and pasture (USGS class 2), bright
green: mixed dryland/irrigated cropland and pasture (USGS class 4), brown-green: crops, shrubs, woodland mosaic (USGS classes 6+9),
dark-green: deciduous forest (USGS class 11), blue-green: mixed forest (USGS class 15). The green areas surrounding the lake Neusiedel
(south east of the region) is herbaceous wetland. The district borders of Vienna are thin black lines. The thick black line shows the border
of stadtregion+ (PGO 2011).
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The pre-1919 structure of Vienna is rather uniform,
consisting of mainly brick, partly lime stone walls of
about 50 cm thickness. They are not insulated, have dou-
ble glazing windows and a steep roof constructions cov-
ered with clay bricks. The more recent buildings are
more diverse regarding morphology as well as physi-
cal parameters related to building construction practices
(e.g., the main wall material and insulation material).

The first measure consists of enhancing the build-
ing insulation. The thermal conductivity of the roof
and walls is decreased to 0.1 W/mK, which is the
nearly zero-energy standard and required for all
new buildings after 2020 according to the Energy
Performance of Buildings Directive EPBD (http://
data.europa.eu/eli/dir/2018/844/oj; Amtmann and Alt-
mann-Mavaddat, 2014). The thermal conductivity
of windows is decreased to 0.9 W/mK, which is
a typical value used in refurbishment of multi-
storied buildings (Amtmann and Altmann-Mavad-
dat, 2014). The thermal conductivity of roads is de-
creased to 0.4 W/mK, which is the lower boundary
for medium concrete (https://www.engineeringtoolbox.
com/thermal-conductivity-d_429.html). This change in
material properties leads to a strong reduction of heat
uptake by urban materials during the day, which is ex-
pected to cool the city during the evening, thus it might
be an important factor for more effective cooling of
rooms that have heated up. During the day, the well insu-
lated urban structure is expected to take up less energy,
which could lead to higher air temperatures during the
day.

The second measure is intended to counteract the
higher air temperature during the day due to the en-
hanced building insulation. The albedo of the walls and
roads is only slightly increased from 0.2 and 0.13, re-
spectively, to 0.3, which increases reflection of solar
radiation, but also can help to reduce air temperatures
(Krispel et al., 2017; Weihs et al., 2018). The albedo
of the roof is increased to 0.68, which is technically
possible and more effective in order to reduce sensi-
ble heat flux, as has been investigated in various studies
(Taha et al., 1997; Morini et al., 2016; Žuvela-Aloise
et al., 2018). Fallmann et al. (2016) showed further that
such measures are not likely to have known negative ef-
fects on the boundary layer height and pollutant con-
centrations. The albedo increase mainly counteracts the
increase in air temperature during sunlit hours. There-
fore, all negative effects of decreased thermal conduc-
tivity should be mitigated. Ramamurthy et al. (2015)
analyzed the effectiveness insulation and high reflective
roofs with an urban canopy model and suggests a com-
bination. We note that the increase in albedo values does
not depend on water availability and space demands, but
it does compete with available surface areas for photo-
voltaic and green roof surfaces.

2.4.2 Resilience measures

The different resilience measures used in the OPT sce-
nario are simulated separately in order to allow for a

precise attribution of their effect. In the following, the
reduction of thermal conductivity is referred hereinafter
as INS, the increase of albedo as ALB, and the densifica-
tion caused by changes of built area from 0.22 (low res-
idential areas) and 0.16 (commercial areas) to 0.242 as
DEN. In addition, further potential mitigation and adap-
tation measures are investigated. These are a green roof
(referred hereinafter as GRR) and a photovoltaic roof
(referred hereinafter as PVR) scenario. For the GRR,
the green roof module is used (De Munck et al., 2013).
An extensive roof coverage using sedum is assumed.
For PVR, the photovoltaic roof module is used (Mas-
son et al., 2014) assuming an efficiency of 20 % and an
albedo of 10 % for the solar panels. An overview of all
employed scenarios is given in Table 1. All these mea-
sures are applied on 100 % of the roof surface, which is
a first and rather extreme approximation to estimate the
potential maximum effects of such resilience measures.
Apart from being adaptation measures, which mitigate
the urban heat island by reducing air temperatures by
conversion of sunlight to either electric current or photo-
synthesis and evapotranspiration at roof level, PVR is
an effective mitigative measure, which helps to avoid
greenhouse gas emissions. Green roofs, as active soil
and vegetation layer could help to mitigate high green
house gas concentrations in the atmosphere as a carbon
sink (Li and Babcock, 2014).

2.5 Present and future heat wave

An analysis of 15-yearly events is done in order to se-
lect suitable heat waves from external data that can
be used to force the WRF simulations. The selected
heat waves are 15 year return period events taken from
the historical climate period (1988–2017, centred at
2002, “hw15yACT”) and also a future climate period
(2036–2065, centred at 2050, “hw15ySCE”). The selec-
tion is based on the average daily maximum 2 m air tem-
perature of heat waves (5 days). The historical heat wave
is selected using observational data at the station Wien
Hohe Warte supplied by the Austrian weather service
ZAMG. The 5 day average daily maximum air tempera-
ture is calculated for the last 30 years (1988 to 2017) and
the return period of these 5 day events is estimated us-
ing the Generalized Extreme Value Distribution (GEV;
Fisher and Tippett, 1928). Due to the strong positive
trend of more than 2 K within the last three decades for
daily maximum air temperature, the data are detrended
before applying the GEV.

As a reference heat wave for present-day mod-
elling we choose the most intense 5 day heat wave of
1988–2017, which occurred in summer of 2015 with a
5 day temperature maximum mean of 36.3 °C (Table 2).
According to the GEV distribution this event represents
a heat wave with a return period of 15 years.

The regional climate change scenarios are based on
the ensemble ÖKS 15 (Leuprecht et al., 2017; BMNT,
2016), a selection of 26 regional climate model scenar-
ios from EURO-CORDEX (Jacob et al., 2014), derived
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Figure 2: Maximum 5 day heat wave temperature (average of the daily temperature maximum of five consecutive days) per year at Vienna
Hohe Warte observed (red), median of all scenarios forced with RCP4.5 (blue), median of all scenarios forced with RCP8.5 (green), scenario
with the strongest trend of the whole ensemble (orange) and linear trend lines.

Table 2: Average daily maximum 2 m air temperature of heat waves
(5 days) with 1, 2 and 15 year return periods derived from the station
observations of Vienna Hohe Warte for the period 1988–2017 (first
row) and climate change signals (2036–2065 versus 1988–2017) for
this indicator based on the ÖKS 15 scenarios (Leuprecht et al.,
2017) at a 1 km2 grid cell at the same location.

Emission scenario/Return period 1 year 2 year 15 year

Observation (1988–2017) [°C] 28.7 31.6 36.3
RCP 4.5 ensemble median [K] 1.5 2.2 2.5
RCP 8.5 ensemble median [K] 1.8 2.7 2.2
Ensemble maximum [K] 5.9 3.7 4.8

from different global (Taylor et al., 2012) and regional
climate models and forced with the emission scenarios
RCP4.5 and RCP8.5. The ÖKS15 ensemble provides
bias-corrected and localized (1 km) scenarios for daily
minimum and maximum temperature, daily precipita-
tion and daily radiation. Bias correction was done us-
ing a quantile mapping as described in Switanek et al.
(2017). As only the daily maximum temperature is used
for the quantification of the meteorological trend of the
maximum temperature during 5 day heat waves, the spa-
tial resolution of 1 km is sufficient.

For every ensemble member of ÖKS 15, we calculate
the annual maximum 5-day mean of the daily maximum
air temperature for the grid cell representing Hohe Warte
in Vienna. Using the same GEV method we calculate

the heat wave air temperature for return periods of 1, 2
and 15 year events for the historical period 1988–2017
and the future period of 2036–2065. In Fig. 2, the devel-
opment of the maximum 5-day heat wave air tempera-
ture per year is shown for observations (red), the ensem-
ble median of all scenarios forced with RCP4.5 (blue),
RCP8.5 (green) and the scenario with the strongest trend
in heat wave air temperature of the whole ensemble
(orange).

The observed heat wave air temperature at Wien
Hohe Warte for 1, 2 and 15 year events of the period
1988–2017 and the climate change signal until the mid-
dle of the 21st century is given in Table 2. There are no
large differences for the ensemble means between the
two emission scenarios until the middle of the century.
For the 15 year event, the RCP4.5 ensemble shows even
a 0.3 K stronger warming than RCP8.5. However, there
is a more pronounced warming seen when the more ex-
treme heat waves occur. The 1 year events show a warm-
ing between 1.5 and 1.8 K and the 2 and 15 year events
have a warming between 2.2 and 2.7 K. For the ensem-
ble maximum scenario this relation is not seen and the
strongest warming is for the 1 year event.

For the selection of the future scenario we chose
the historical 15 year event heat wave air tempera-
ture (36.3 °C) and added the climate change signal of the
15 year event from the most extreme scenario (4.8 K).
This choice can be interpreted as a plausible worst case
scenario until the middle of the 21st century. This ex-
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Figure 3: Subregions chosen for further analysis (clockwise): Central Districts (CE), North-Rim (NO), New development areas: Seestadt
Aspern (SA), South-eastern rim (SE), South-industrial (SI), South expansion (SX), Valley of Wien (VW), West – elevated low density
residential (WE), Rural area (RU).

Table 3: Mean values for Town Fraction (FRAC_TOWN) as they were calculated within this study, Built fraction [-] (D_BLD), Unsealed
fraction [-] (D_GARDEN), Building height [m] (D_BLD_HEIG) and Vertical to horizontal wall factor [-] (D_WALL_O_H) for the
Subregions of Fig. 3.

CE NO RU SA SE SI SX VW WE

FRAC_TOWN 0.95 0.9 0.05 0.46 0.89 0.95 0.47 0.84 0.88
D_BLD 0.43 0.23 0.16 0.21 0.19 0.21 0.19 0.25 0.25
D_GARDEN 0.19 0.5 0.54 0.53 0.53 0.52 0.53 0.47 0.47
D_BLD_HEIG 18.75 11.44 11.2 10.68 10.9 11.13 10.85 12.11 11.85
D_WALL_O_H 1.75 1.11 0.5 1.08 0.83 1 0.89 1.2 1.27

treme climate scenario should also maximise the impact
of the change of the urban structure (temperature in-
crease) and should help to identify possible interactions
between climate and land-use changes.

The lateral boundary conditions for a heat wave that
fulfils the air temperature criteria (41.3 °C average 5 day
daily maximum air temperature) are taken from a high-
resolution regional climate scenario simulation. This
simulation is based on the global model GFDL-CM3
(Donner et al., 2011) forced with the RCP8.5 emis-
sion scenario and downscaled with the WRF model
(Michalakes et al., 2001) with an optimized set up for

the Alpine region (Arnold et al., 2011). The regional
model has a 10 km2 spatial resolution and was run for
the Alpine region and the whole 21st century. In addi-
tion to the 5-day period, a spin-up period of two–three
days is used.

2.6 Study regions

For the presentation of the results, 9 areas of 9× 9 model
grid cells each (total of each area: 81 cells, 9 km2) are
chosen to represent the variety within Vienna (Fig. 3,
Table 3). The main subregion covers the central districts.
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The magnitude of the urban heat island is quantified by
calculating the spatial mean difference in the daily min-
imum values in 2 m air temperature between the grid
cells of the central districts subregion (CE) and the ru-
ral (RU) subregion. The new development areas around
Seestadt Aspern (SA) are chosen to quantify the change
caused by the erection of this new built urban area.
North-Rim (NO), South-industrial (SI), South-eastern
rim (SE), are chosen as areas with high industrial cover-
age, which is likely to be densified, but are in suburban
areas in different cardinal directions and thus exposed to
different wind regimes. South expansion (SE) is chosen
as another suburban area where urban densification is
unlikely but urban sprawl is likely. Furthermore, a sub-
region in the west-elevated low density residential (WE)
was chosen as representative for the climatological situ-
ation in the areas influenced by the far reaching forested
and hilly areas west of Vienna and without change in the
land use. Finally, an area in the Valley of Wien (VW)
shall give information about changes in this area, which
is climatologically distinct due to a valley breeze.

3 Results

Two reference heat waves were run for present
(hw15yACT) and future (hw15ySCE) conditions. They
were selected by their air temperature value. They both
have very low wind speeds during the night (1 m/s) –
so there is hardly any air advected (Figure D-1). Dur-
ing the day the wind ranges between 3 and 4 m/s. For
hw15yACT it is from East to Southeast, for hw15ySCE
it is from East to Northeast (Figure D-1). There were
some disturbances in the downward shortwave flux at
the ground surfaces (Figure D-2). So, these days were
excluded together with the spin up time. Consequently,
for hw15yACT 9, 10, 12 and 13 August 2015 (day 4, 5, 7
and 8) is used. For hw15ySCE 7 and 8 July 2069 (day 7
and 8) is used. The minima and maximum values for 2 m
air temperature, MRT, canyon air temperature and UTCI
shade are calculated using all daily extremes of each of
the 81 grid cells of the cloud free days of the selected
period. For the present heat wave these are 324 values
(4 days), for the future heat wave there are 162 values
(2 days).

The air advected from either of these directions stems
mainly from agricultural plains. The 2 m air temperature
in these agricultural regions are rather uniform with spa-
tial differences smaller than 1 K for hw15yACT and 2 K
for hw15ySCE (Figure D-3). Also, the simulated humid-
ity field is uniform with spatial deviations from less than
2 g kg−1 (Figure D-4). The future heat wave shows tem-
peratures above 40 °C with a mixing ratio of 10 g kg−1

(mean water vapour pressure of 13.5 hPa). Both simu-
lations have a surface pressure below 1000 hPa. For the
present heat wave the dew point temperature did not sur-
pass critical levels to cause sultriness. Also, for the fu-
ture heat wave non-sultry conditions are expected. Soil
moisture is declining near the surface during the heat
wave (Figure D-5).

3.1 Viennese future heat load (Tmax) and
UHI (Tmin)

3.1.1 Reference scenario

The average daily maximum air temperature simulated
by WRF-TEB (Tmax) increases by about 7 K between the
historical and future heat wave (Fig. 5). Simulated aver-
age daily minimum air temperature (Tmin) increases be-
tween 2 and 4 K (Fig. 5). In the central districts the mean
increases are 6.7 K and 3.2 K, respectively. The median
values are slightly higher (6.8 K and 3.4 K). The varia-
tion of Tmin between the different areas is higher than
that of Tmax. The urban-rural difference of the Tmin be-
tween Vienna city centre (CE) and the eastern agricul-
tural areas (RU) for the present heat wave is 3.0 K. For
the future heat wave, the urban-rural difference is greatly
increased to 4.6 K (Fig. 4, 5, 6).

3.1.2 Future urban scenarios

The urban scenarios show a larger effect on minimum
than on maximum air temperature (Fig. 5, 6). The in-
fluence on air temperature is generally less than 1 K,
which is low compared to the air temperature increase
due to climate change projected by the climate mod-
els (Fig. 5, 6). While SPR increases Tmin, OPT de-
creases Tmin for hw15yACT (Fig. 4 upper middle and
right) and for hw15ySCE (Fig. 6). For SPR, the Tmax
changes less than 0.1 K (Fig. 5). For OPT, the Tmax de-
creases in the range of 0.5 K for the subregions CE, SI,
SX, VW and WE (Fig. 5).

3.2 Effects of resilience measures

The components of the OPT scenario (ALB, INS, DEN)
as well as GRR and PVR are further analyzed.

First, the general influence on the town heat fluxes is
shown for CE (3.2.1). Then the surface temperature of
roof, ground and wall show more information (3.2.2).

3.2.1 Town energy fluxes in the central districts

At daytime for the ALB scenario, a reduction of up
to 180 W/m2 in net radiation and of about 100 W/m2

in sensible heat flux is simulated. The effects are rela-
tively constant throughout the heat wave (Fig. 7a). The
INS scenario shows during the day on the one hand a
decrease of the ground heat flux up to 150 W/m2, but an
increase of the same magnitude of the sensible heat flux.
During nighttime, the sensible heat flux is decreased up
to 100 W/m2 (Fig. 7b) and thus also air temperature is
lower at night. The change in energy balance is mainly
negative, with a declining trend. Also, the difference of
sensible heat flux during the day shows a declining trend
towards the end of the heat wave. For the DEN scenario,
the ground heat flux increases by 100 W/m2 during the
day and decreases by 30 W/m2 during the night (Fig. 7c).
The implementation of green roofs (GRR) increases net
radiation by up to 80 W/m2 during the day – an effect
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Figure 4: Mean minimum of the selected cloud free days for each grid cell for the daily 2 m minimum air temperature for the present
heat wave hw15yACT (upper left). Differences between reference scenario hw15yACT and urban development scenarios OPT (middle) and
SPR (right) (upper panels). Differences between reference scenario for present (hw15yACT) and future (hw15yrSCE) for the REF (left),
OPT (middle) and SPR (right) urban development scenario (lower panels).

that diminishes to the end of the heat wave (Fig. 7d). The
latent heat flux increases by up to 230 W/m2, the sensi-
ble heat flux decreases by up to 100 W/m2. The imple-
mentation of solar panels (PVR) decreases both the sen-
sible heat flux and the net radiation by about 100 W/m2

(Fig. 7e).

3.2.2 Surface temperatures of roof, wall and road
in the central districts

On the roof five resilience measures show different prop-
erties. This causes a different increase in roof surface
temperature during the day (Fig. 8a). The strongest diur-
nal amplitude is seen in INS. GRR and ALB both have
cooler roof surfaces than REF. PVR stays coolest under
the assumptions of this study.

The surfaces within the canyon are only altered in
ALB and INS, therefore only these resilience measures
are shown for wall and road. On the unsealed fraction
there are no changes done. The wall surfaces show that
INS strongly alters the wall surface temperature com-
pared to REF. During daytime, there is an increase by
more than 10 K and during night a decrease of up to 5 K
(Fig. 8b).

The road surface temperatures show the least changes,
but also here it can be seen that INS increases the max-
imum surface temperature whereas ALB decreases it
(Fig. 8c).

3.3 Canyon parameters and human thermal
stress

Finally, the parameters relevant to quantify human ther-
mal stress or comfort are analyzed within the street
canyon. For the canyon wind speed no changes greater
than 0.5 m/s have been found. Also, the canyon humid-
ity changes are � 0.01 kg/kg. For the MRT and canyon
air temperature there do exist notable changes. During
heat waves after MRT, the air temperature has a great
impact on determining whether the UTCI reaches ther-
mal stress levels or stays in the human thermal com-
fort region. Therefore, the effect of the separate mea-
sures on the mean radiant temperature and canyon air
temperature was analyzed. In Fig. 9 timeseries of MRT
and canyon air temperature during the whole heat wave
hw15ySCE are shown for the central districts (CE). Ta-
ble 4, 5 and 5 give additional information about the min-
ima and maxima in the subregions.

3.3.1 MRT

The MRT maxima for the reference scenario increase
by 6.6 K in the shade and 7.6 K in the sun between the
present and future scenario for the central districts (Ta-
ble 4a). For GRR, DEN and PVR the difference in MRT
maxima to the reference scenario was less than 0.2 K
(Table 4b, 4c) for all subregions. For ALB the mean
increase of maximum MRT is 2.3 (Table 4c, Fig. 9a)
for CE. For INS the MRT increased during day up to 8 K
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Figure 5 and 6: 2 m air temperature for the selected cloud free days of the chosen climate episode for present (hw15yACT, blue) and
future (hw15ySCE, red) and the 3 different urban development scenarios (sh. Table 1) for daily maximum temperature (above) and daily
minimum temperature (below) in the 9 different subregions (Fig. 3): Central Districts (CE), North-Rim (NO), New development areas:
Seestadt Aspern (SA), South-eastern rim (SE), South-industrial (SI), South expansion (SX), Valley of Wien (VW), West – elevated low
density residential (WE), Rural area (RU).
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Figure 7: Timeseries differences compared to reference (REF) of radiation balance (Q*), sensible (H), latent (LE) (positive downwards),
ground (G) heat flux and energy balance (Bal) during the hw15ySCE in the Central Districts (CE) for different measures: ALB (increased
albedo), INS (insulation), DEN (density), GRR (green roof) and PVR (photovoltaic roof)

and decreased at night up to 3 K (Fig. 9b) for CE. On av-
erage this is an increase of 5 K (Table 4c) for CE. Both
the daily maxima and minima of both variables show a
declining trend for CE (Fig. 9b).

3.3.2 Canyon air temperature

For SPR the maximum canyon air temperature increases
by 0.2 K (Table 5b) in the central districts (CE). For
OPT, both the minimum and maximum canyon temper-
ature decrease by 0.2 and 0.9 K in CE (Table 5b, 5c)

respectively. In the new urbanized areas (SA) itself the
maximum and minimum canyon temperature increase
by 0.7 and 1.0 K for SPR. In the OPT scenario, the mean
increase is only 0.5 K and 0.3 K in SA (Table 5b, 5c)
while for the median of the 2 m air temperature cal-
culated by WRF-TEB there is even a decrease (Fig. 5
and 6).

For ALB the canyon air temperature maxima and
minima decrease by not more than 0.2 K and 0.1 K,
respectively in all subregions (Table 5b, 5c). For INS
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Figure 8: Time series of the surface temperature of roof (a), wall (b) and road (c) of the resilience measures where changes have been
applied to these surfaces – during the future episode (hw15ySCE) for the Central Districts (CE).

Figure 9: Difference of time series of two elements of UTCI, changed by the resilience measures: Mean radiant temperature in the shade
and canyon air temperature during the future episode (hw15ySCE) for the Central Districts (CE).

the maximum canyon temperature does not increase by
more than 0.1 K while the minimum canyon temperature
decreases up to 0.8 K, where 0.8 K are only reached in
the central districts (Table 5b, 5c). For DEN the changes
for maximum and minimum canyon air temperature are
below 0.1 K in all subregions (Table 5b, 5c). For GRR

both maximum and minimum canyon air temperature
decrease by 0.1 K and 0.2 K, respectively, in CE and are
lower in all other subregions (Table 5b, 5c). For PVR
both maximum and minimum canyon air temperature
decrease by 0.2 K and 0.2 K in CE and are lower in all
other subregions (Table 5b, 5c), respectively.
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Table 4: a) absolute maximum and minimum radiant temperature (MRT) values [°C] of the actual (hw15yACT – “ACT”) and future heat
wave (hw15ySCE – “SCE”) of the reference run and differences [K] of b) maximum MRT in the sun c) maximum MRT in the shade and
d) minimum MRT (shade = sun) to the reference run hw15ySCE for the cloud free days of the selected episode, for all urban scenarios and
resilience measures spatial mean in the 9 different subregions (Fig. 3): Central Districts (CE), North-Rim (NO), New development areas:
Seestadt Aspern (SA), South-eastern rim (SE), South-industrial (SI), South expansion (SX), Valley of Wien (VW), West – elevated low
density residential (WE), Rural area (RU) – which is *only based on 4 values. Differences over +/−1 are marked red/blue.

a) MRT CE NO RU* SA SE SX SI VW WE
REF ACT Shade, max 47.8 50.8 50.4 51.9 50.9 51.3 51.0 50.5 50.7
REF ACT Shade, min 27.5 23.6 20.2 23.2 22.3 22.6 23.2 24.1 24.7
REF ACT Sun, max 73.2 75.9 75.2 76.5 75.8 76.2 76.1 75.6 24.8
REF SCE Shade, max 54.4 56.6 54.2 57.07 56.0 55.1 55.4 55.8 56.1
REF SCE Shade, min 30.9 25.9 21.1 25.16 24.2 24.6 25.8 27.3 27.4
REF SCE Sun, max 80.8 82.4 80.6 82.73 81.9 81.4 81.7 81.9 82.1

b) maximum MRT in the sun, differences to REF (both: hw15ySCE)
SPR −0.1 −0.1 0.3 −0.9 0.1 0.3 0.2 0.0 0.0
OPT 0.6 0.2 0.5 −0.5 0.4 0.5 0.5 0.4 0.6

ALB 1.9 1.5 1.6 1.4 1.5 1.6 1.6 1.6 1.6
INS 4.0 2.3 1.3 2.2 1.9 1.6 1.8 2.2 2.4
DEN 0.0 0.1 0.1 0.0 0.1 0.1 0.1 0.1 0.1
GRR −0.1 −0.0 −0.0 −0.0 −0.0 −0.0 −0.0 −0.1 −0.1
PVR −0.1 −0.1 −0.0 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1

c) maximum MRT in the shade, differences to REF (both: hw15ySCE)
SPR −0.1 −0.1 0.6 −1.3 0.1 0.5 0.3 0.1 0.1
OPT 0.3 −0.1 0.6 −1.1 0.2 0.4 0.6 0.3 0.50

ALB 2.3 1.8 2.0 1.8 1.8 1.9 1.9 2.0 1.9
INS 5.0 3.0 1.7 2.8 2.6 2.0 2.3 2.8 3.0
DEN 0.0 0.1 0.1 0.0 0.1 0.1 0.1 0.1 0.1
GRR −0.1 −0.1 −0.0 −0.1 −0.0 −0.0 −0.1 −0.1 −0.1
PVR −0.2 −0.1 −0.0 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1

d) minimum MRT, differences to REF (both: hw15ySCE)
SPR 0.0 0.2 0.1 2.2 0.1 0.8 0.1 0.1 0
OPT −0.4 0.2 0.2 2.3 0.3 0.2 0.1 0.2 0.3

ALB −0.3 −0.3 −0.2 −0.2 −0.3 −0.3 −0.3 −0.3 −0.3
INS −3.1 −2.6 −1.9 −2.6 −2.5 −2.5 −2.6 −2.6 −2.8
DEN 0.0 0.5 0.4 0.6 0.5 0.5 0.5 0.5 0.5
GRR −0.2 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1
PVR −0.2 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1

3.3.3 Universal Thermal Comfort Index (UTCI)

Both MRT and canyon air temperature influence the
magnitude of UTCI. Here, mainly UTCI shade is used.
The maximum future UTCI in the sun for hw15ySCE
is included as reference in Table 6e. Values of 51.0 °C
in the central districts (CE) and 49.6 °C in the rural
region (RU) are extremely heat stressed (Bröde et al.,
2012), so that we did not think it feasible to reduce it to a
comfortable range by applying resilience measures. Be-
tween the present (hw15yACT) and future (hw15ySCE)
heat wave there is already an increase of 5.3–6.3 K for
the absolute maximum UTCI shade averaged over the
different subregions (Table 6a). The absolute minimum
UTCI changes least in the rural areas, but within the ur-
ban areas can increase up to 3 K (Table 6c).

Compared to the reference scenario (REF), in the ur-
ban sprawl scenario (SPR), the UTCI increases exclud-
ing SA (maximum UTCI by less than 0.1, minimum

UTCI by up to 0.4), whereas in the optimized urban de-
velopment scenario (OPT), the UTCI is reduced (maxi-
mum by up to 0.2 K, and the minimum by up to 0.7 K) in
most areas. The largest differences are simulated in the
new development areas (SA) where new urban districts
are constructed on formerly unbuilt land (Table 6b, 6d).
Here also in the OPT scenario there are increases of
maximum and minimum UTCI by 0.9 K and 0.4 K, re-
spectively. In the SPR scenario in the new development
areas (SA) the UTCI maximum increases by 0.6 K and
the minimum by 1.3 K. Also, in other areas of poten-
tial spread of settlement area, especially the minimum
UTCI is increased, e.g., in South expansion areas (SX)
by 0.4 K (Table 6d).

For ALB the average daily maximum UTCI in-
creases by 0.2 K, while the average daily minimum de-
creases by 0.1 K in CE (Table 6b, 6d). For INS the
daily maximum UTCI increases by 1.2 K, while the
daily minimum decreases by 1.2 K in CE (Table 6b, 6d).
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Table 5: a) absolute maximum and minimum canyon air temperature values [°C] of the future heat wave (hw15ySCE) for the reference
run. b) differences [K] for the maximum canyon air temperature and c) differences [K] for the minimum canyon air temperature to the
reference run hw15ySCE. average values for the cloud free days of the selected episode for all urban scenarios and resilience measures
spatial mean in the 9 different subregions (Fig. 3): Central Districts (CE), North-Rim (NO), New development areas: Seestadt Aspern (SA),
South-eastern rim (SE), South-industrial (SI), South expansion (SX), Valley of Wien (VW), West – elevated low density residential (WE),
Rural area (RU) – which is *only based on 4 values. Differences over +/−0 0.25 are marked red/blue.

a) canyon air temperature CE NO RU* SA SE SX SI VW WE
REF max 43.8 42.6 42.2 42.3 42.3 42.2 42.1 42.3 42.1
REF min 29.9 27.4 24.2 25.9 26.5 27.5 28.3 29.3 28.2

b) maximum canyon air temperature, differences to REF (both: hw15ySCE)
SPR max −0.0 −0.0 −0.0 0.7 0.1 0.1 −0.0 0 0.0
OPT max −0.2 −0.1 −0.3 0.5 0.1 −0.2 −0.1 −0.2 −0.1

ALB max −0.2 −0.1 −0.1 −0.1 −0.1 −0.1 −0.2 −0.1 −0.1
ISO max 0.1 0.1 0.0 0.1 0.1 0.1 0.0 0.1 0.1
DEN max 0 0.0 −0.0 0.0 0.0 0.0 0.1 0.0 0.1
GRR max −0.1 −0.0 −0.0 −0.0 −0.0 −0.0 −0.0 −0.0 −0.1
PVR max −0.2 −0.1 −0.0 −0.0 −0.1 −0.1 −0.0 −0.1 −0.1

c) minimum canyon air temperature, differences to REF (both: hw15ySCE)
SPR min 0.2 0.3 0.2 1.0 0.0 0.3 0.3 0.1 0.2
OPT min −0.9 −0.8 −0.1 0.3 −0.1 −0.3 −0.7 −0.8 −0.5

ALB min −0.1 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1
ISO min −0.8 −0.3 −0.0 −0.3 −0.3 −0.3 −0.3 −0.3 −0.3
DEN min 0.0 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.0
GRR min −0.2 −0.1 −0.1 −0.1 −0.1 −0.0 −0.1 −0.1 −0.1
PVR min −0.2 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1

For DEN the changes of UTCI of both maxima and
minima are below 0.1 K on average in the central dis-
tricts, where no densification takes place. In the densi-
fied districts with widespread commercial/industrial ar-
eas (SE, SI and NO), canyon air temperature is increas-
ing, but changes are still below 0.1 K. The daily max-
imum UTCI increases only below 0.1 K whereas the
daily minimum UTCI increases by 0.2 K (Table 6b, 6d).
For GRR the daily maximum UTCI decreases by 0.1 K
whereas the daily minimum UTCI decreases by 0.2 K
(Table 6b, 6d) in CE. For PVR the daily maximum
UTCI decreases by 0.2 K and the daily minimum UTCI
by 0.2 K (Table 6b, 6d) in CE.

Most scenarios show a significant difference to the
reference in their extreme values with p � 0.05 using
the T-Test for related samples in the central districts.
Only SPR does not show a significant difference in
minima and maxima UTCI when the central districts are
compared.

4 Discussion

4.1 Global climate change and influence on
the Vienna region

4.1.1 Air temperature (Tmax and Tmin):

The lateral boundary conditions of the future heat wave
are taken from regional climate scenarios, which are
based on the global model GFDL-CM3 (Donner et al.,

2011) forced with the RCP8.5 emission. The air tem-
perature calculated for the selected 9 km2 subregions
of Vienna using 3 nests in this study increases by up
to 7 K for the Tmax and 2 to 4 K for the Tmin values
from the heat waves hw15y2015ACT to hw15ySCE.
This means that both heat waves have Kyselý days (Ky-
selý et al., 2000) and tropical nights (Tmin>20 °C). This
shows a strong increase in Tmax for extreme heat waves
compared to the mean annual air temperature increase
of 3.5 K published by APCC (2014) and Gobiet et al.
(2014), which also refers to A1B instead of the more ex-
treme RCP8.5. For France increases of 6–13 K for dif-
ferent regions by 2100 have been projected by Bador
et al. (2017). Seneviratne et al. (2018) found positive
air temperature anomalies of 8 K for Central Europe
for the 21st century. Soil moisture – temperature feed-
backs after early and intensified depletion of root-zone
soil moisture contribute significantly to the Central Eu-
ropean strong increases in extreme temperature (Vidale
et al., 2007; Vogel, 2018).

It is interesting to note that the projected increase
in Tmax (Fig. 5) is more than twice as strong as the
increase projected for the mean annual temperature in
Austria (3.5 K), while the Tmin (Fig. 5) are projected to
increase about the amount of the mean annual tempera-
ture. As a result, the daily temperature range is projected
to increase. Such an increase in daily temperature range
was also found by Cattiaux et al. (2015) and be could
also be partly attributed to the decreasing surface evapo-
ration due to soil moisture depletion in future European
summers (Jasper et al., 2006). This also affects the ru-
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Table 6: a) absolute maximum UTCI shade values [°C] of present (hw15yACT – cloud free days: 4, 5, 7, 8) and future (hw15ySCE – cloud
free days: 7, 8) of the reference run followed by the difference [K] between the two heat waves and b) differences [K] to the reference run
hw15ySCE average values for the cloud free days of the selected episode for all urban scenarios and resilience measures spatial mean in
the 9 different subregions (Fig. 3): Central Districts (CE), North-Rim (NO), New development areas: Seestadt Aspern (SA), South-eastern
rim (SE), South-industrial (SI), South expansion (SX), Valley of Wien (VW), West – elevated low density residential (WE), Rural area (RU).
Differences over +/−0.5 are marked red/blue. c) and d) show the same for minimum UTCI shade, e) shows absolute maximum UTCI sun
values for the hw15ySCE.

a) max UTCI shade CE NO RU SA SE SX SI VW WE
hw15yACT 38.9 38.8 38.1 38.2 38.2 38.3 38.7 38.6 38.3
hw15ySCE 45.2 44.4 43.9 44.2 44.2 43.7 44.0 44.1 44.0
hw15ySCE-hw15yACT 6.3 5.6 5.8 5.6 6.0 5.4 5.3 5.5 5.7

b) max UTCI shade, differences to REF (both: hw15ySCE)
SPR max 0.0 0.0 0.1 0.6 −0.1 0.1 −0.2 0.1 −0.0
OPT max −0.1 −0.1 −0.0 0.4 −0.1 −0.0 −0.2 −0.1 0.2

ALB max 0.2 0.3 0.2 0.3 0.3 0.3 0.3 0.3 0.3
INS max 1.2 0.8 0.3 0.6 0.6 0.5 0.5 0.7 0.7
DEN max 0.0 0.0 0.0 0.1 0.0 0.0 0.1 0.1 0.1
GRR max −0.1 −0.0 0.5 0.1 −0.0 −0.0 −0.1 −0.0 −0.0
PVR max −0.2 −0.1 0.5 0.0 −0.1 −0.0 −0.1 −0.1 −0.1

c) min UTCI shade CE NO RU SA SE SX SI VW WE
hw15yACT 26.6 23.5 21.7 23.3 22.0 23.1 23.9 24.4 25.3
hw15ySCE 28.8 25.8 22.1 24.5 24.9 25.4 26.4 27.4 26.9
hw15ySCE-hw15yACT 2.2 2.3 0.4 1.2 2.9 2.3 2.5 3.0 1.6

d) minimum UTCI shade, differences to REF (both: hw15ySCE)
SPR min 0.2 0.3 0.3 1.3 0.0 0.4 0.2 0.1 −0.1
OPT min −0.7 −0.5 0.1 0.9 0 −0.3 −0.6 −0.6 −0.4

ALB min −0.1 −0.1 −0.0 −0.0 −0.0 −0.1 −0.1 −0.1 −0.1
INS min −1.2 −0.9 −0.8 −1.0 −0.7 −0.9 −0.8 −1.0 −0.8
DEN min 0.0 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
GRR min −0.2 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1
PVR min −0.2 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1

e) maximum UTCI sun, absolute values
hw15ySCE 51.0 50.3 49.5 50.0 50.0 49.4 49.7 49.8 49.8

ral surroundings, which are even more affected by re-
duced soil moisture than urban areas with high sealing
fractions. Dryer soils have a lower heat capacity and can
cool more strongly than wetter soils. Also, in this study
a decrease of soil moisture was simulated (Figure D-5).
This can explain the high values of Tmax in the rural sub-
region during day but also the low values of Tmin during
night, thus this could be the reason of the increase of the
future nocturnal urban-rural difference.

The nocturnal canopy UHI is expected to increase
from 3 to 4.6 K which is caused rather by the lower
increase of minimum temperatures in the rural areas
than within the city.

The actual and future UHI is strongly dominated
by the mesoscale thermal regime and especially the fu-
ture UHI is affected by high temperature reinforced by
dry fields in the surroundings, which is a known pro-
cess during heat waves (Fischer and Seneviratne,
2007; Hartmann, 1994). Fischer and Seneviratne
(2007) analyzed the interactions between soil moisture
and atmosphere for the 2003 summer heat wave in Eu-
rope and found that precipitation deficits, early vege-
tation growth and positive radiation anomalies preced-

ing the heat wave contributed to rapid loss of soil mois-
ture. Zampieri et al. (2009) showed that drought in the
Mediterranean region can favour heat waves conditions
in Europe at a continental scale by change in atmo-
spheric circulation and hot air mass advection. This
would suggest, that soil moisture deficits ought to be re-
duced by suitable methods on a continent-scale rather
than only regional scale. Duchez et al. (2016) and
Kornhuber et al. (2017) name a stationary jet stream
position, caused by global scale circulation patterns,
that coincides with observed European temperature ex-
tremes, including the 2015 event.

4.1.2 Thermal comfort index UTCI

The Universal Thermal Climate Index (UTCI) is used by
meteorological services to quantify outdoor human ther-
mal comfort and has been included in TEB to provide
standardized information about human thermal comfort
for grid resolutions > 100 m and with highly parameter-
ized building morphology. It takes into account whole
body thermal effects thanks to a multi-node thermophys-
iological model. It is derived by the air temperature, wa-
ter vapour pressure and MRT, which is a quantity that
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describes the shortwave and longwave radiation balance
of the human body at 2 m and wind speed at 10 m height
(Jendritzky et al., 2012; Weihs et al., 2012). In this
study first WRF-TEB uses the different urban rough-
ness of the three used building morphologies to calcu-
late a 10 m wind, which is 10 m above the mean building
height – so around 30 m agl in the city centre. Within
the UTCI calculation a 6th order polynomial is used
that assumes a uniform roughness length of 0.01 and
a logarithmic profile, which reduces the 10 m wind to
70 % at 1.3 m. Although the roughness length is low this
attenuation is very similar to the attenuation between
above roof and within canyon wind speeds presented in
Erell et al. (2011), which is based on Pearlmutter
et al. (2005). They found an attenuation of around 60 %
and 70 % caused by street canyons of a height/width ra-
tio 0.66 and 1.0, as they are common in the Viennese city
structure, which varies +/−10 % dependent on the wind
direction or ‘angle of attack’. The influence of the low
roughness was further calculated by first applying the
Hellman’s exponential law (Urban and Kysely, 2014;
Ketterer et al., 2017) with the maximum roughness as-
sumed for Vienna (z0 = 2) to calculate a more realistic
reduction of wind speed from the 10 m level to 1.3 agl.
Using this second approach the average wind speeds oc-
curring in heat waves analysed in this study of 2.2 m/s
were reduced to 0.3 m/s. Then the 10 m wind was recal-
culated with the agreed UTCI logarithmic profile and a
z0 of 0.01. For the future heat wave situation of an air
temperature of 40 °C, an MRT shade of 50 °C, an av-
erage water vapour pressure of 13.5 hPa, this change in
wind speed results in a UTCI change of 0.3 K during
the period of maximum MRT. For water vapour pressure
of 20 hPa the change is only 0.1 K UTCI.

A recent comparison has been done by Zare et al.,
2018, which shows that UTCI and PET are highly corre-
lated. Urban and Kysely (2014) found for two regions
in Bohemia that the simplification and underestimation
of urban roughness only affects the prediction during
cold spells, while PET and UTCI are both suitable to
predict thermal discomfort during heat waves.

The maximum UTCI changes during extreme heat
waves projected for the climate period 2050 from strong
(32–38 °C UTCI) to very strong (38–46 °C UTCI) heat
stress. This goes with other studies regarding future
human thermal comfort. For example, Muthers et al.
(2010) projected that even heat-related mortality could
increase up to 129 % in Vienna until the end of the
century, if no adaptation takes place. Matzarakis and
Endler (2010) showed for Freiburg an increase of
days with heat stress (PET>35 °C) in the order of 5 %
(from 9.2 % for 1961–1990) per year.

4.2 City scale urban scenarios

4.2.1 Urban sprawl scenario

Urban sprawl of the Viennese agglomeration affects
urban energy fluxes and temperature mainly in areas

where new urban fabric is constructed on formerly veg-
etated areas. The sensible heat flux increases by up to
+400 W/m2 (not shown in the Figures), Tmin by 1 K and
the daily minimum UTCI by 1.3 K. No significant differ-
ences are simulated in the central districts, and no signif-
icant influence on the nocturnal UHI was found.

Kohler et al. (2017) presented a similar study for the
Strasbourg–Kehl urban region (France–Germany). They
conclude that under realistic assumptions urban sprawl
until the year 2030 will not affect the UHI intensity
significantly. Significant warming was only observed at
atmospheric grid cells for which the urban fraction was
increased more than 20 % compared to the initial case.

4.2.2 Optimized urban scenario

The optimized urban development scenario (OPT),
which includes densification, slightly reduces air tem-
peratures during the day, but clearly reduces them at
night by 0.9 K. This leads to a slight reduction of noctur-
nal UHI by about 0.5 K. Also, the daily minimum UTCI
is reduced by up to 0.7 K. The changed material prop-
erties can therefore counteract the negative effects of
densification, which shows that the existing densifica-
tion strategy of the city of Vienna (MA 18 (2014a+b)
is promising. Salamanca et al. (2012) simulated a re-
duction of 1–2 K in UHI by assuming high albedo roofs
and increased insulation for Madrid using WRF. Also, in
their study the reduction of the heat ejected by air con-
ditioning systems is mentioned as an important factor.

4.3 Local resilience measures

No coupled WRF-TEB simulations have been made for
the quantification of the effect of single resilience mea-
sures. For this reason, the meteorological parameters
above the urban canopy layer from the REF simulation
has been used as forcing for offline simulations with
SURFEX. With this modelling approach, the potential
modification of the meteorological parameters above the
urban canopy layer is not considered, and only the local
effects can be seen, as if the rest of the city would still
be built as REF. This part of the analysis shows what ef-
fects are to be expected locally if certain measures are
not realized on a city scale but only on a local scale.

4.3.1 Albedo increase (ALB)

Increase of albedo is widely discussed as a cheap
and effective measure to mitigate urban heat during
summer heat episodes. e.g., Rafael et al. (2016)
simulated using the WRF-SUEWS modelling system
and roofs with an albedo of 80 % for Porto (Portugal) a
maximum reduction in sensible heat flux of 62.8 W/m2.
Ramamurthy et al. (2015) showed that the wintertime
penalty of white roofs, also for cool climates with
5 times more heating degree days than cooling degree
days is insignificant compared to the summertime
benefits. Žuvela-Aloise et al. (2018) simulated using
MUKLIMO for Vienna a reduction of up to 6 summer
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days when assuming a roof albedo of 70 %. In many
cities this measure is widely discussed, e.g., Los An-
geles (https://albedomap.lbl.gov/) or even has already
been implemented (https://www.coolrooftoolkit.org/
knowledgebase/white-roofs-in-brooklyn-new-york/).
In Vienna itself there are no real life examples so far and
potential legal difficulties and hindrances to implement
bright roofs are yet unknown.

For street canyons, Weihs et al. (2018) found that
wall albedo increases from 0.1 to 0.2 during periods
of high solar irradiation in a canyon of height/width
ratio 1 can reduce air temperature in the canyon by
about 1 K, dependent on the canyon geometry and re-
duce UTCI by about the same value. Schrijvers et al.
(2016) found a reduction in canyon air temperatures
as well, and an increase of UTCI for high albedo val-
ues. For a height/width ratio of 0.5 Schrijvers et al.
(2016) recommend a uniform albedo of 0.2, while for
height/width ratio 1 they recommend a gradient from
high albedo close to the roof to low albedo on the
ground. Lee and Mayer (2018) found that during heat
wave conditions also starting for low albedo values there
is a positive linear relationship between albedo increases
(0.2–0.8) within the canyon and the human thermal com-
fort index PET. Also, in this study the ALB scenario
shows an increase in the UTCI human thermal com-
fort index. Therefore, only increases in roof albedo, not
within the canyon are recommended.

4.3.2 Decreased thermal conductivity of urban
materials (INS)

Increasing the albedo of a very low insulation roof from
0.05 to 0.75 is roughly equivalent to adding 14 cm of in-
sulation thickness (Ramamurthy et al., 2015). While it
is a challenge to maintain the reflective properties of a
white roof, insulations have longer lasting effects (Ra-
mamurthy et al., 2015). Roman et al. (2016) found that
increasing insulation results in an increase in sensible
heat flux and surface temperatures during the day and
a reduction at night. Here the same patterns are found.
Increases of daily maximum as well as decreases of
minimum air temperature and UTCI of about 1 °C/1 K
caused by insulation was found by Weihs et al. (2018)
for historical climate. In this study, the daily maximum
UTCI increases by more than 1.2 °C for a future heat
wave with a 15 year return period. This is a clear nega-
tive effect of such a measure during daytime. However,
the analysis of the energy fluxes during the heat wave
shows that the longer the heat wave persists, the more
the positive effects of building insulation prevail. De-
creased thermal conductivity due to better building in-
sulation is currently being adopted in widespread fash-
ion in Vienna mainly to reduce the need for heating and
reduce green house gas emissions during winter.

4.3.3 Increased building density (DEN)

Increase in building density within feasible ranges in
Vienna has only limited effect on the sensible heat flux

(an increase of 10 W/m2 is simulated) and leads to a
slight increase of the daily minimum UTCI (0.2 K) and
maximum UTCI (up to 0.1 K). In the present study
increasing height of buildings is not considered, as those
are still restricted and there is still enough attic space
to be developed and changes in building height are still
low. Beyond 2050 it is possible that the building height
will further increase and lead to a densification and
could cause a damping of the diurnal air temperature and
increased nocturnal temperatures (Coutts et al., 2007)
caused by the reduced sky view. Without improving
insulation this is likely to lead to an increase in mean
air temperature and intensified UHI (Rad et al., 2017).

4.3.4 Evaporation of vegetation surfaces (GRR)

De Munck et al. (2018) found that green roofs have
nearly no influence on street level air temperature, but
are a good strategy to reduce energy consumption all
year round. The evaporative cooling is strongly depen-
dent on available soil moisture. Also, in this study the
changes caused in the air canyon are marginal. The
roof temperatures on the other hand are reduced by
over 10 K. Also, here it could be seen, that the cooling
potential of green roofs decline towards the end of the
heat wave as latent heat flux goes down (Fig. 7d).

The maximum cooling generated during heat wave
conditions caused by evapotranspiration of vegetation
(not shading) within the city modelled by De Munck
et al. (2018) varied between 0.5 and 2 K. The influence
in terms of additional humidity caused by urban vegeta-
tion appears tolerable in comparison to the benefits. Ad-
ditional water vapour pressure caused by forest vegeta-
tion compared to an open site in Oxford (UK) was quan-
tified by Morecroft et al. (1998) to be below 2 hPa. As
an extreme scenario Mahmood et al. (2008) could show
that the influence of irrigation of agricultural fields dur-
ing a long term measurement series increases the aver-
age near ground dew point temperature during growing
season by 1.56 K in the North American Great Plains.
Apart from this, the water vapour pressure of cities can
also exceed the rural values due to different reasons
(Kuttler et al., 2007). Maximum differences of 5 hPa
between urban and rural (agricultural) areas were found
by Fortuniak et al. (2006) for Łodz (Poland).

4.3.5 Photovoltaic panels on roofs (PVR)

The use of photovoltaic panels on roofs shows a slight
reduction of temperature and thermal stress, which is
in correspondence with findings from Masson et al.
(2014), who found that solar panels can reduce the UHI
by 0.2 K during day and 0.3 K at night. Weihs et al.
(2018) found that photovoltaic used on roofs could lead
to a temperature reduction of 1.5 K and a reduction of
UTCI of 1.5 K. Therefore, this article encourages the use
of photovoltaic on roofs within the city.
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4.3.6 Shade and urban trees

(Tree) shade is a fundamental method to reduce mean
radiant temperature (MRT) and thus improve human
thermal comfort during clear sky conditions. Although
we do not take into account the influence of tree shade
on wall, road and canyon temperatures, we demonstrate
the main influence of tree shade, which is the reduced
direct radiation, by presenting the MRT in the sun and
shade. So, the shade caused by buildings in this study
can serve as a proxy for the influence of tree shade.
By now tree shade has been implemented in one fork
of TEB by Redon et al. (2017), but the code is not
implemented in the main code tree yet. Wang et al.
(2018) simulated the effect of radiative cooling (not
evapotranspiration) of trees in the built environment of
contiguous United States and found an average decrease
in near surface air temperatures of 3.06 K. They show
that not only do trees reduce incoming solar radiation
during daytime they also increase radiative cooling at
night. The ground heat flux is reduced in intensity in
the shaded areas. Although the sensible heat flux is
increased at night, it is strongly reduced during daytime.
Matzarakis and Endler (2010) could show that by
reducing global radiation by assuming tree shade in
urban areas the number of days with heat stress could
be reduced by more than 10 % in Freiburg. Ketterer
and Matzarakis (2015) increased the number of trees
in an area in Stuttgart and found a decrease in PET by
0.5 K at 22:00 CET but by maximum 27 K at 14:00 CET.
Also, in this study we found a decrease of 26 K between
the maximum MRT in the sun and in the shade.

The vitality of urban trees declined drastically over
the last 3–4 decades (Bradshaw et al., 1995) and trees
in Viennese parks (Drlik, 2010) and some species
used in Viennese streets (Schimann, 2015; Neuwirth,
2015) and cities close to Vienna (Zeiler, 2015) are doc-
umented to be under stress due to multiple stressors in-
cluding summer heat waves and there is likely to be a
low shade transition phase between our historical tree
stock dying and new more tolerant trees being planted
and growing to a state where they can provide percepti-
ble shade.

Generally urban green infrastructure improves air
quality (Abhijith et al., 2017). Only in urban canyons
air pollution can deteriorate (Abhijith et al., 2017),
which can be avoided by reducing emissions.

5 Conclusions and Outlook

• We coupled WRF and TEB to simulate two urban de-
velopment scenarios of Vienna, which are presented
here, for two heat waves representative for present
and future climatic conditions of the mid-21st cen-
tury. Further extreme changes in building material
parameters have been done to estimate the potential
to reduce air temperatures and maintain human ther-
mal comfort by altering buildings themselves.

• Global and regional climate change subject to the
RCP8.5 scenario causes an increase in the mean daily
maximum air temperature in Vienna by 7 K. The
mean daily minimum air temperature will increase
by 2–4 K. This increase is stronger than the global
average. One important factor may be low soil water
content in the agricultural region Northeast to South-
east of Vienna. This increase needs to be mitigated
on a global level by reducing the emission of green
house gases, but also land use on the regional level is
of importance.

• City scale changes caused by urban growth or densi-
fication, which will mainly affect air temperature and
human thermal comfort locally at the place where
new urbanisation takes place and not to a signifi-
cant degree in the central districts. Using a combina-
tion of adoption of nearly zero-energy building stan-
dard, as demanded by the European Union under the
Energy Performance of Buildings Directive and in-
creasing albedo of building materials on city scale,
a maximum reduction of urban canyon temperature
achieved by changes in urban parameters of 0.9 K
for the minima and 0.2 K for the maxima is accom-
plished. The effects on human thermal comfort are
even smaller with 0.7 K UTCI and 0.1 K UTCI re-
spectively.

• Local scale changes of different adaptation mea-
sures show, that insulation of buildings used alone
increases the maximum wall surface temperatures by
more than 10 K or the maximum MRT in the canyon
by 5 K.

• Therefore, measures to reduce MRT within the ur-
ban canyon preferably by tree shade, which was not
possible to include in this study, are expected to com-
plement the proposed measures and are urgently rec-
ommended.

This study concludes that the rising air temperatures
expected by climate change puts an unprecedented heat
burden on the Viennese inhabitants, which cannot easily
be reduced by measures concerning buildings within
the city itself. Therefore, in addition to those measures,
small scale measures such as planting trees to provide
shade, water sensitive planning in the agricultural plains
surrounding Vienna and global measures such as the
reduction of greenhouse gas emissions in order to reduce
temperature extremes are required.
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B. Abbreviations

BVOC Biogenic Volatile Organic Compounds

DFS Distance from Source

ECMWF European Centre for Medium-Range Weather Forecasts

LAI Leaf Area Index

GIS Geoinformation System

HVAC Heating Ventilation and Cooling (system)

INCA Integrated Nowcasting through Comprehensive Analysis

MLF Mean Low Flow conditions

MRT Mean Radiant Temperature

SVF Sky View Factor

RMSE Root Mean Square Error

RCM Regional Climate Model

UHI Urban Heat Island
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B. Abbreviations

Global models

ARPEGE Action de Recherche Petite Echelle Grande Echelle

GFPL-CM3 model Geophysical Fluid Dynamics Laboratory - Coupled Physical Model

Regional models

ALADIN Aire Limitée Adaptation dynamique Développement InterNational

WRF Weather Research and Forecast

Microscale models

BEM Building Energy Model

ISBA Interactions between the Soil Biosphere and Atmosphere

MEGAN Model of Emissions of Gases and Aerosols from Nature

SOLWEIG SOlar Long Wave Environmental Irradiance Geometry

SURFEX Surface Externalisée

TEB Town and Energy Balance

UTCI Universal Thermal Climate Index

Emissions scenarios

RCP8.5 Representative Concentration Pathway,

radiative forcing value 2100: 8.5 W/m2

A1B Rapid economic growth,

"Balanced" approach regarding alternative energy supply technologies

Vegetation scenarios

STQ, V0, V100

VH100, VH50, VD90, VD70, VD50

Urban development scenarios

R, S, O
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