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Kurzfassung 

Die Charakterisierung und Optimierung von Bioprozessen zur Herstellung von Therapeutika 

ist eine zeit- und resourcenintensive, jedoch wichtige Aufgabe in der biopharmazeutischen 

Industrie und hierfür notwendige Technologien wurden bereits im Rahmen der “Quality by 

Design“ Initiative der FDA vorgeschlagen. Die prominentesten Ansätze für ein besseres 

Prozessverständnis sind statistische Versuchsplanung kombiniert mit Prozessmodellierung. 

Diese wurden jedoch bis heute unzureichend implementiert, weshalb eine hohe Anzahl an 

benötigten Experimenten gepaart mit veralteten unzureichenden Modellierungstechniken noch 

immer Standard in der Industrie ist. 

Um diese Schwachpunkte zu adressieren, wurde zur Datengenerierung eine Versuchsplanung 

mit Escherichia coli Fed-Batch Kultivierungen (20L) in einem dreidimensionalen Designspace 

erstellt. Dieser Datenraum wurde einmal mit statischen und ein zweites Mal mit 

intra-experimentellen Sollwertänderungen der zu charakterisierenden Prozessgrößen 

experimentell erarbeitet. 

Die in dieser Arbeit entwickelten Tools zur “Quality by Design“ Implementierung umfassen eine 

Off-Line Technik zur präzisen Bestimmung von spezifischen Raten, einen On Line Softsensor 

zum Biomassemonitoring, sowie ein Hybridmodel, welches zeitgleich die 

Biomassekonzentration und den löslichen Produkttiter in Fermentationen vorhersagen kann. 

Um lange Entwicklungszeiten zu adressieren, wurde das Konzept intensivierter Kultivierungen 

entwickelt (intra experimentelle Parametershifts). Mit diesen Daten wurde ein intensiviertes 

Hybridmodel erstellt. 

Es wurde gezeigt, dass Hybridmodelierung gegenüber dem derzeitigen Stand der Technik 

überlegen ist. Das intensivierte Hybridmodel zeigt eine vergleichbare Leistung gegenüber dem 

voll faktoriellen Design, benötigt jedoch nur ein Drittel der Daten, was zu >66 % Zeitersparnis 

führt. Diese beeindruckenden Leistungsdaten demonstrieren das hohe Potential dieses 

kombinierten Ansatzes zur Beschleunigung der Bioprozesscharakterisierung. 
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Abstract 

Upstream bioprocess characterization and optimization are time and resource-intensive but 

essential tasks in the biopharmaceutical industry and necessary technologies to promote this 

concept have already been suggested in the FDA's quality by design initiative. Within this 

initiative, prominent approaches to generate process understanding are design of experiments 

studies in combination with process modelling. However, due to insufficient implementation of 

these methodologies, large numbers of required experiments paired with outdated and 

inadequate modelling techniques are still state-of-the-art in the industry. 

To eliminate these major issues, design of experiments studies for Escherichia coli fed-batch 

fermentations (20L) in a three-dimensional design space were performed. This design space 

was completely characterized twice, with cultivations operated either with static or dynamic 

process parameter settings. 

The tools for implementation of quality by design concepts in upstream bioprocessing 

developed in this work comprise an off-line applicable method for accurate specific rate 

calculations, a soft sensor for biomass monitoring and an advanced hybrid model for 

simultaneously predicting the biomass concentration and soluble product titre. To address long 

development times, the concept of intensified design of experiments was introduced, i.e., 

intra-experimental setpoint shifts of critical process parameters. Based on these data, an 

intensified hybrid model was developed. 

The results demonstrated that the developed tools have superior performance compared with 

state-of-the-art modelling techniques. The hybrid model, based on the intensified cultivations, 

performed comparably but only required one-third of the data for model-training compared to 

the static hybrid model, resulting in >66 % fewer experiments. This demonstrates the high 

value of this combinatorial approach for accelerating bioprocess characterization and 

advancing the quality by design initiative. 
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1 Introduction 

1.1 Recombinant Protein Production 

Recombinant protein production for therapeutic use is a tremendously important market with 

an increasing value every year [1]. The used organisms for expressing the desired products 

are versatile and depend on the characteristics of the product. Microorganisms, e.g., bacteria, 

yeasts or microalgae are a cost-efficient and fast choice for the expression of relatively simple, 

non-glycosylated proteins such as insulin. Otherwise, larger molecules, such as antibodies 

also need post-translational modifications, e.g., glycosylation and have to be expressed in 

higher organisms, i.e., mammalian cells such as Chinese hamster ovary cells (CHO) [2]. 

However, regardless of the chosen host for protein production, the state-of-the-art operating 

procedure for recombinant protein production applies to all these systems, i.e., to operate a 

process according to a fixed protocol, ensuring process performance consistency. However, 

the state-of-the-art procedure contains major weaknesses, e.g., the inputs to the process 

contain unavoidable variabilities and occurring deviations are only investigated after the 

process has ended. The resulting fluctuations in product quality are currently often only tested 

after the process. This means that no corrective actions to avoid possible batch rejection due 

to the addressed incidents are possible in real-time [3]. Moreover, to guarantee higher quality 

standards, the specifications for releasing a batch are narrowed repeatedly. Since the process 

input variability is unaffected, only testing the output specifications in a tighter acceptance 

range increases the number of rejected batches. This inevitably leads to heavy losses with 

respect to time, money and material goods [4]. Counteracting these issues requires generating 

process knowledge, which until now has only been considered during the initial development 

stage of an upstream process. 

 

1.2 Upstream Process Development 

The development of an upstream process demands a resource-intense investigation of 

multiple factors to find the most influential impacts on the process performance. This laborious 

characterization requires an enormous amount of time. The most prominent approaches for 

process development are to investigate: the media composition [5], [6], the cell line used [7], 

[8], the expression vector [9], metabolic engineering [10], [11] and the addition of a single 

substance [12], [13]. Different process parameter settings also need investigating e.g., stirrer 

speed, dissolved oxygen, cultivation duration, temperature, pH, induction strength or the 

feeding strategy [14]. Up to now, plenty of research has addressed the development stage of 
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processes in various organisms, putting high effort into this initial upstream process 

development.  

However, once the final optimal process conditions are found, e.g., to obtain the highest 

product yield, the process is always carried out with this setup. This results in a long-lasting 

and expensive procedure, investigating many factors while simultaneously only generating 

little understanding of the process. Consequently, this long development time from discovery 

until a product enters the market and the return on investment begins leads to high costs per 

dose, which are eventually covered by the patient and insurers. 

An additional shortcoming to this approach is the inevitable variance from the many process 

inputs and the process operation itself. These factors all influence the final product quality of 

every single process, which must be determined before a product batch can be released. The 

state-of-the-art procedure to test the quality of a product batch is called quality by testing (QbT) 

and is only performed after the process ends. Only the final product quality is determined, 

therefore and according to these results and the required quality specification, a tested batch 

is either released or rejected. 

 

1.3 Quality by Design and Process Analytical Technology 

To guarantee higher quality standards through QbT, the specifications for post-process testing 

of the product quality can be raised. However, a variable input to a process that is always 

performed in the same way will always lead to a variable output. Following this approach leads 

to an increased number of batches being rejected, due to the steadily increasing standards, 

while the operating procedure of the process itself stays unchanged. This QbT approach is 

therefore disadvantageous and is also economically impractical because of the long 

development times [15]. To counteract issues for quality assurance, e.g., insufficient process 

understanding, batch-to-batch variability, lack of process knowledge and inadequate on-line 

monitoring, the U.S. Food and Drug Administration (FDA) proposed the process analytical 

technology (PAT) guidance, for science and risk-based technologies in the biopharmaceutical 

industry. Foremost, these guidelines emphasize technical risk assessment to identify the 

critical process parameters (CPP), which have a strong and direct impact on the product’s 

critical quality attributes (CQA), e.g., correct folding and post-translational modifications. This 

risk assessment and subsequent risk management should already be implemented during the 

development phase of a process [16] and continually integrated until the end of the life cycle 

[17] to permanently guarantee a stable and controlled output quality [18]. This process 

characterization, investigating the multidimensional impacts of the CPPs at different levels on 

the CQAs can rapidly lead to an unfeasible number of required experiments. However, 

planning and setting up a statistical design of experiments (DoE) offers a manageable solution 
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for process characterization, i.e., to systematically investigate the relationship between the 

defined input factors and the process response of interest. Hereby, the main effects and 

interactions of different identified process parameter combinations and levels can be 

investigated, e.g., different pH setpoints or cultivation temperatures, on the process output, 

e.g., the product [19]. To keep the number of experiments for such DoE studies to a 

manageable quantity, different designs can be applied, with the maximum number of 

combinations being investigated using a full factorial design [20]. By choosing multiple levels 

of each CPP, a better process understanding of the respective impacts is achieved. Typically, 

reduced screening designs, e.g., definite screening, fractional factorial, Box-Behnken, or 

Doehlert, are applied in the initial phase to exclude negligible factors and find important factors, 

including the levels at which further experiments should be performed [6]. As a result, the area 

of interest in the original DoE can be identified and extended to derive robust process settings 

and to describe their outcomes [10]. However, conclusions drawn from a reduced design have 

to be handled with care, since different amounts of information are generated [21]. For 

optimization purposes, in a later phase a full factorial design investigating all CPP combination 

settings can be performed [22]. 

The effect of parameter changes during cultivation is also one of the most discussed and 

crucial issues [23], [24]. In addition, an on-line monitoring strategy, ensuring real-time 

monitoring of the variables of interest, typically biomass and product titre, needs to be defined 

for this design space. PAT is recommended as the key to establish such in-process monitoring 

and control through improved understanding and to fulfil the regulatory quality requirement to 

the extent that the requested product quality is already assured by the process itself. By 

following these guidelines, quality does not have to be tested afterwards [25]. Meeting these 

guidelines achieves a paradigm shift from the state-of-the-art QbT approach, which follows a 

’recipe‘ and tests the quality of the end product, to a quality by design (QbD) concept. This 

QbD concept aims to gain deeper process insights, improve process understanding and as a 

result successfully counteract the ever present batch-to-batch-variability, e.g., fluctuations in 

the cultivation temperature or temporary pump malfunctions [26]. The main objective of this 

proposed guidance is on-line monitoring, testing and control [27]. Besides DoE, many built-in 

tools are recommended that can be applied to contribute to this guidance for the industry, e.g., 

multivariate data analysis (MVDA), soft sensor development and advanced process control 

(APC) as well as the use of process models or even model predictive control (MPC) [28]. This 

allows the manufacturing process and the monitored process variables to be well-understood 

and to operate as expected, since deviations are noticed promptly. This allows input variations 

to be addressed, ensuring a more constant and uniform product output to the extent that the 

quality standards and batch-release are guaranteed [29], as outlined in Fig. 1. 
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Figure 1. The working principles of QbT and QbD. The input quality to a bioprocess is inevitably variable. In the 

QbT approach (A), the process settings are fixed without any intervention and the quality of the batch is tested 

afterwards. Depending on the quality, the batch is rejected or released. In the QbD approach (B) built-in tools and 

strategies enable real-time monitoring and control of the process, always ensuring a robust process performance 

and uniform quality output to avoid batch rejection. 

 

PAT focusses mainly on on-line monitoring of process variables, which cannot usually be 

accessed in real-time, e.g., the current biomass and the product titre. Accessing these 

variables in real-time is possible with PAT, providing not only highly valuable information about 

the current process state but also APC. This enables monitoring and control not only of the 

standard process parameters, e.g., pH, temperature, feed and inducer addition, but also the 

addressed variables [30]. The PAT guidelines specify the development of advanced on-line 

monitoring tools to achieve this goal [31]. The number of available sensor systems for on-line 

and at-line measurements is enormous as comprehensively reported elsewhere [32] and 

well-established sensors for physical and chemical variables (e.g., pH, dissolved oxygen, 

optical density, temperature and pressure) have already been part of the standard equipment 

for up- and downstream processes for a long time [33]. Furthermore, advanced sensor systems 

are already applied in the industry to measure more specific process variables and the number 

of systems is increasing [34]. By now, such advanced systems include, e.g., devices that can 

analyse the composition of volatile organic compounds in the cultivations’ off-gas [35], other 

advanced sensors that can measure the broth itself, sensors to measure permittivity and 

conductivity [36], [37] and a group of non-invasive optical systems [38]. Amongst these, the 

most prominent representatives are Raman spectroscopy [39], [40], infrared spectroscopy [41], 

[42], 2D-fluorescence spectroscopy [43]–[46] and in-situ microscopy [47], [48]. The 

advantages of these methods are that their measurements are non-invasive, continuous and 

non-destructive, i.e., no sample has to be drawn, eliminating the risk of contaminations. A 
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detailed overview of these and further techniques including their respective functionalities, 

advantages and disadvantages is given by Rowland-Jones et al. [49].  

QbD applications, advanced on-line monitoring tools and possible implementations have 

already been investigated and published extensively. Nevertheless, in contrast to other 

industries and related fields of biotechnology, the absence of suitable on-line monitoring tools 

to directly measure the variables of interest presents an obstacle. Especially in upstream 

processes, there is still a long way to go to implement QbD as the new state-of-the-art 

approach [50]. This further highlights the need for process characterization and process 

modelling to advance the QbD concept. 

 

1.4 Process Characterization 

Statistical DoE has already been established as the state-of-the-art approach for upstream 

bioprocess characterization, i.e., to plan a design space, perform the experiments, record the 

on-line data from all the sensor systems and to gather the experimental off-line data by taking 

samples of the process endpoints and evaluating them. The common, fastest and easiest way 

to analyse the results obtained from the characterized design space is to visualize the endpoint 

measurements. Typically, this is done as a response surface to find the optimum in the 

investigated space, in which the production process, later on, will be carried out [51]. The 

drawbacks using this common approach are that no process knowledge or understanding is 

generated over how the process parameters and the process variables of interest are related. 

Thus, no process model is developed, preventing the possibility of understanding the process 

and CPP interactions. 

A more advanced way to evaluate the endpoint is to develop a generic response surface model 

(RSM) of the analytical results [52]–[56]. For this most common modelling technique, linear, 

quadratic and interaction terms can be taken into account, fitting the experimental results to a 

surface as responses of the investigated parameters [57], [58]. The relative importance and 

the relationship between the individual CPPs and the process variables to be modelled can be 

accessed [20]. By utilizing this RSM, initial process understanding on a low level is generated. 

However, by only describing and modelling the process endpoints of the design space and 

neglecting the remaining process, almost all informational value is lost, i.e., the optimum of a 

process may not be at the end but some point before and therefore remains unrecognized. 

Moreover, process parameters, e.g., the cultivation temperature, are assumed to be constant, 

which is not the case typically. This assumption of a constant process, when in reality only the 

parameters are held constant, results in varying process trends and output qualities. Further, 

deviations and temporary errors remain hidden, e.g., a malfunction of a balance or a pump 
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defect. Neglecting these process dynamics is a major issue concerning accurate process 

characterization, evaluation and understanding [59]. 

The boundaries of the static process view, solely focussing on the endpoint, can be overcome 

by developing time-resolved process models. This supports on-line monitoring of process 

variables of interest enabling deeper process insights and observation of potential 

inconsistencies occurring in real-time, an advance in the right direction to enable APC. 

Authorities are also promoting regulatory requirements in this respect and proposing to 

abandon the pure endpoint evaluation. To make such an APC possible, the previously 

addressed drawbacks and weaknesses regarding process characterization and evaluation 

must be eliminated and the entire process duration needs to be considered. This time-resolved 

process modelling is of high value and a necessity for APC applications, providing that the 

adequate modelling approach is chosen. This implies periodic sampling for off-line analysis, 

which enables time-resolved trajectories of the variables of interest, investigation of the CPP 

impacts and detection of deviations occurring [60], [61]. To enable such time-resolved process 

modelling with the generated and recorded data, different modelling techniques are frequently 

applied [62] and wide-ranging MVDA is possible for further evaluation of the design space [63]. 

 

1.5 Process Modelling 

The input data to such time-resolved process models need to be derived from the on-line 

monitoring tools and probes to obtain the model estimation in real-time. Although the above 

mentioned advanced on-line sensor technology is making progress, it is still not possible to 

directly measure important process variables on-line. Therefore, sampling cannot be 

abandoned, i.e., off-line analysis is necessary to determine the quantitative and qualitative 

product attributes, such as biomass, product titre, concentrations of media components, waste 

and by-products, but also as a reference to validate the on-line sensor measurements [64]. 

Efforts to solve this issue through mathematical modelling have already been attempted for 

more than 20 years [65]. 

As the first step to address this problem, unsupervised learning, a part of MVDA used for 

exploratory data analysis, can be applied to investigate the data and gain more knowledge by 

revealing hidden structures and identifying system components. For this purpose, the most 

used modelling techniques are principal component analysis (PCA) [66] and parallel factor 

analysis (PARAFAC) [67], [68]. Variables and structures identified using these analyses can 

be further used for supervised learning approaches, i.e., to model the relationship between a 

dependent target variable (e.g., the biomass) and independent predictor variables (e.g., 

process parameters). Furthermore, two modelling approaches are distinguishable, 
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non-parametric (black box) and parametric (white box) modelling [69]. Black box models are 

referred to as data-driven approaches, built only on experimental data; applied parameters do 

not have a physical meaning and no further process knowledge or understanding is needed, 

i.e., the model structure is inferred solely from the data. They can thus be easily developed by 

applying various regression techniques. White box models are based on first principles and 

empirical considerations, i.e., their structure is well-defined, knowledge-based and transparent 

since the parameters used possess a physical meaning. Since these models assume a pure 

mechanistic trend, they can extrapolate properly. However, biological processes especially 

have high variability, which can be a major issue; these white box predictions, therefore, 

frequently lead to inaccurate results [70]. Moreover, their development is laborious and the 

applied equations are too simple for the complexity of the processes [71]. In contrast, black 

box models are well-known for capturing the variability occurring in biological processes and 

therefore possess suitable interpolation capabilities. The black box model is limited to 

application within the range it has been trained on, i.e., it lacks accurate extrapolation 

capabilities [72]. Although the respective advantages and disadvantages for both approaches 

are well-known, both modelling techniques are becoming increasingly popular and are 

frequently applied in process modelling, to estimate target variables in the QbD concept [44], 

[73]–[76].  

Two types of models exist: descriptive and predictive. Descriptive models such as soft sensors 

provide real-time information, i.e., changes in on-line signals can be used to correlate 

unspecified measurements from the on-line hardware sensors with the results derived from 

the off-line analysis. Specific process variables can be estimated in this way, but a value can 

only be estimated up to the current time point of the process [77]–[79]. For these applications, 

typically more advanced additional on-line tools such as sensors for spectral data are applied, 

e.g., Raman spectroscopy, near-infrared spectroscopy and 2D-fluorescence [80]. An 

additional advantage using 2D-fluorescence is that non-fluorescent compounds can also be 

estimated, if their stoichiometric relationship to fluorescent compounds in the process, e.g., 

NADP+ [81], [82] or flavins [83], [84], is known [85]. Likewise, Raman spectroscopy is already 

used for real-time estimation of the antibody titre [86] and to measure and control glucose and 

lactate levels in CHO cultivations [87]. Since these still do not measure the variable itself but 

only the respective correlated signal and possess hardware-related constraints, this cannot be 

seen as a reliable solution. There is always the risk of correlation without causality, leading to 

misinterpretation. These opportunities, possibilities and limitations have already been widely 

discussed [88]. 

In contrast to descriptive models, predictive models are not based on process responses but 

on direct process inputs, e.g., the cultivation temperature or the amount of accumulated feed. 
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Since the input data can be simulated for the future, these models are also able to predict 

future values and provide an educated estimate about the trajectories [89].  

In summary, the PAT initiative has encouraged the development of advanced sensor 

technology and supported and highlighted the value of process modelling. However, currently 

implemented state-of-the-art systems and modelling techniques still have considerable 

drawbacks and limitations, which remain to be solved. 

 

1.6 Limitations 

A major point to consider is the cost-intensive use and maintenance of the available advanced 

sensor technologies used for process modelling. With this system, the measured signals are 

only correlated to the process variables of interest, i.e., the system still lacks the ability to 

directly measure process variables, which is of high interest for QbD implementation. Another 

issue, which should not be neglected, is that the output of such sensor systems does not 

typically consist of only one variable but rather up to thousands in the case of, e.g., infrared 

spectroscopy. The knowledge and know-how required to interpret the high dimensional and 

heterogeneous process data generated are often not available for the whole process as has 

been reported earlier [90]. 

A further limitation in bioprocesses, complicating QbD implementation, is the biological 

component. This introduces an additional source of fuzziness to the system. The resulting 

process deviation due to all these factors leads to noisy data. An example is cell counting 

methods in mammalian processes, which possess high variability [91]; this complicates data 

interpretation and thus the calculation of specific rates, e.g., for the growth rate or the substrate 

consumption rate. Therefore, the estimation of these highly valuable specific rates is still a 

major issue. However, access to these process variables is of high interest and important to 

generate process knowledge, e.g., the examination of CPP impacts, more detailed process 

investigation and batch-to-batch comparison. However, using the state-of-the-art methods in 

bioprocess engineering, high analytical errors as yet prevent a precise determination of the 

specific rate values, rendering such investigations unacceptable. 

Besides the knowledge gap mentioned above, the problem of solely focussing on the endpoint 

of a process, neglecting the remaining cultivation and inappropriate methods to calculate and 

compare process characteristics, by far the main deficiency is the lack of reliable and robust 

modelling of the entire fermentation process. With the presented state-of-the-art modelling 

methods, i.e., DoE studies in combination with RSM, most of the process information is 

missing. Although many methods and process models have already been published since the 

start of the PAT initiative, both black box and white box models have revealed boundaries, 
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e.g., error-prone estimations due to missing extrapolation properties or straight mechanistic 

assumptions [92]. These modelling approaches possess the above-mentioned unique 

advantages compared to the other, but both have severe disadvantages and limitations due to 

their respective model structures and fail to deliver an overall steady performance. 

Furthermore, interference in the process, e.g., to react to real-time process influences or to 

guide the process towards the desired direction, is not possible using such model structures. 

These issues can only be solved by combining both approaches in a single and more robust 

model with a superior generalization capability. 

Implementation of a control system in the QbD concept, such as MPC for the upstream 

process, first requires the development of a robust predictive model, based only on controllable 

parameters [93]. In this way, the basis of the missing element to control the process (via the 

parameters), is introduced. Moreover, MPC will finally lead to a dynamic and flexible process. 

Once such a controllable model is developed and implemented, it will always be able to deliver 

a robust and uniform output, avoiding batch-rejection, as the PAT guidance demands. To 

develop such a robust predictive model, which can be used for MPC, the hybrid 

(semi-parametric) model structure can be used, i.e., a combinatorial structure of black box and 

white box models, incorporating both, process knowledge and process data [94], [95]. 

A second topical and prominent issue in the biopharmaceutical industry is the long 

development time of an upstream process, before the clinical studies. Budget restrictions and 

time pressure to speed up the return on investment are further arguments for process 

modelling to accelerate this upstream task [96]. Intensified design of experiments (iDoE) offer 

a novel approach to accelerate design space characterization and faster process development 

[97]. Both the major problems of current implementation of QbD concepts in upstream 

processes, i.e., accurate time-resolved predictive process modelling and the need to speed up 

process characterization, can be solved by the combinatorial use of hybrid models and iDoE. 

 

1.7 Hybrid Modelling 

The structure of a hybrid model benefits from the strengths of each single approach and 

eliminates the shortcomings of each modelling technique, the black box and white box. The 

hybrid model thus enables more advanced process modelling with higher complexity. These 

two parts can be in a serial or parallel sequence, i.e., the order in which the respective models 

are taken into account for the hybrid model [98]. The strengths of the two models cancel out 

each other’s weaknesses: the black box can quantify certain terms more precisely, which need 

to be assumed constant in the white box and the white box can extrapolate, whereas the black 

box alone would fail to extrapolate reasonably [99].  
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This incorporation of process data and process knowledge generally makes it an efficient and 

more cost-effective approach to deal with complex problems. Moreover, the development of a 

predictive model is possible, predicting the trend of a cultivation, i.e., for any given time, 

estimated values of the variables of interest are available [100]. Conclusions about the 

cultivation performance and the expected quality can be drawn in real-time, thereby modelling 

the process in the best way and meeting QbD requirements [101]. An exemplary presentation 

of a hybrid model using a serial structure is provided in Fig. 2. In this example, the black box 

is first used to estimate the, a priori to a process, highly valuable known unknowns, i.e., the 

specific rate expressions, using the chosen inputs to the black box. These are then transferred 

to the white box, using process knowledge to describe the process, at which point the 

estimated values for the rate expressions are inserted.  

 

Figure 2. Setup of a hybrid model using a serial structure. The on-line process data are used as the input to the 

non-parametric (black box) part of the hybrid model to estimate the specific rates of the process variables to be 

modelled, e.g., the product titre and biomass. The estimated rates are used afterwards in the parametric (white box) 

by insertion into the respective terms. This results in a more accurate prediction of the specific rates and, by 

integrating, the respective concentrations are derived. 

 

To develop a predictive model of the current processes and to establish new processes is of 

great value for all cultivation processes but especially in cultivations which are particularly 

complex, e.g., long-lasting mammalian processes associated with higher costs [102]. Further, 

the number of parameters needed can also be reduced by the development of a more robust 

and complex model that is capable of understanding and interpreting the data while 

maintaining or even enhancing the model’s performance [98]. As a result, the behaviour and 

deviations of a process can be understood and it is therefore possible to understand the impact 

of changing CPPs during the process. Generally, with respect to the model performance, better 

and more accurate predictions are obtained using a hybrid model compared to purely 

mechanistic or data-driven models. The advantage of using time-resolved process models for 

DoE evaluation, regarding process understanding and the generation of knowledge is 

summarized in Fig. 3. 
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Figure 3. The capability of different model types to describe a bioprocess. By frequent sampling and measurement 

of a process response variable (black crosses), its trend can be investigated as a function of the cultivation time. 

Using response surface models, typically only the endpoints are described (yellow circle), potentially missing 

process optima and thereby leaving a so-called process knowledge gap behind (dashed red line). By using 

time-resolved process models, e.g., hybrid models, the complete trend of the response variable during the 

cultivation is described (solid green line). 

 

Gathering this missing time-resolved process information is facilitated by hybrid models. 

However, limitations in this scope of the application still exist. Obstacles like the biological 

variance and analytical error cannot be eliminated. These also set the limits for the model 

performance itself, i.e., if the product titre can only be determined with an analytical error of 

about 10 %, the prediction of the model will not exceed this efficiency. With this setup, the full 

process can be monitored and described, with the result that the process variables of interest 

are always available, including the current value as well as the past and future predictions. 

Due to these advantages, hybrid modelling is gaining increasing popularity for bioprocess 

modelling. Nevertheless, this does not allow intervention in the process to change the 

outcome, if a parameter becomes unacceptable and the batch must be discarded. However, 

a predictive model provides the basis to approach the unsolved problem of a controllable hybrid 

model. For this purpose, the inputs to the model must be controllable and therefore real-time 

process adaptions, e.g., to bring the process back on track, avoid decreasing titres and keep 

the CQAs within the accepted range, are possible [103], [104]. In this way, the process is not 

only predictable but also controllable, as summarized in Fig. 4. 
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Figure 4. Characteristics of different time-resolved bioprocess models. The trend of a process response variable 

(black crosses), can be estimated from the start of the cultivation until the current process time, applying a 

descriptive model (solid green line). By using a predictive model, predictions for future values can be assumed with 

a certain uncertainty (solid blue line). By developing a predictive model, which can interfere with the process 

parameters, a controllable model is enabled (solid orange line). This leads to an alternative cultivation with different 

target responses (orange crosses). 

 

However, although a hybrid model provides improved performance compared to other 

approaches, mispredictions are still possible. To access the chance of such a model 

uncertainty, bootstrapping can be applied, i.e., model averaging. Since bootstrapping allows 

full control over developing the final model, it has been proven a more flexible technique 

compared to cross-validation. For this approach, several models of each boot are selected and 

merged into one, receiving the information about the models' standard deviation (SD) and the 

prediction interval, which provides the probability of a misinterpretation and risk assessment 

[105]. The combination of both elements, hybrid modelling and bootstrapping, provides a 

robust and reliable hybrid model for bioprocess modelling. 

Nevertheless, a negative aspect is the long development time before such a model is ready to 

be used, i.e., the experimental workload. The required process data has have to be generated, 

e.g., the design space must be characterized and the process optimized. This rapidly becomes 

a laborious and time-consuming task with the necessary related analytical effort. Moreover, 

the model must be trained, validated and tested. With an assumed overall duration of a week 

for microbial processes, including analytics and sterilization procedures and a typically chosen 

number of three CPPs each with three levels to be tested, the upstream process alone may 

take up to one year and much longer for mammalian cultures. However, the main advantage 

of using a hybrid model to predict the variables of interest during a process, is that the 

incorporation of process deviations and real-time dynamics is possible. Furthermore, this 

integration of process knowledge also allows CPPs to be changed during a process [106]. The 

concept of characterizing more than one CPP setpoint per fermentation by intentional 
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intra-experimental CPP setpoint shifts was derived from this possibility. As mentioned above, 

the so-called iDoE enables accelerated process characterization, optimization and significantly 

reduces the number of required experiments, therefore saving time in this operational unit. 

 

1.8 Intensified Design of Experiments 

To reduce the experimental workload by changing CPP setpoints during a cultivation, i.e., 

testing several settings within one intensified run, is a rather novel approach. It is alleged that 

by applying iDoE for process characterization, fewer experiments containing the same 

informational content may be sufficient for achieving the task, i.e., compared to a classical 

static design space, the total number of experiments can be significantly reduced. Additionally, 

it is claimed that due to the intra-experimental CPP setpoint changes, the reaction to these 

dynamic process changes can be captured [107]. By performing this iDoE, the history of the 

cell and a memory effect are often assumed to influence how the cells react to subsequent 

CPP setpoints [108]. Such an exemplary comparison of a two-dimensional design space 

characterized with either static or intensified cultivations is provided in Fig. 5, which highlights 

the temporal advantage of performing only three intensified – instead of nine static –

experiments to cover the entire design space.  

 

Figure 5. Design space characterized by static and intensified experiments. A two-dimensional design space, 

wherein each CPP is characterized at three levels and possesses nine CPP combination settings, which need to 

be investigated. By applying the static approach (dark blue dots) nine cultivations are necessary for a full factorial 

characterization. Using intensified experiments, i.e., intra-experimental CPP setpoint shifts, enables the 

characterization of three CPP combination settings per experiment, resulting in three intensified experiments to fully 

characterize the same design space (solid green lines). 
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The saved number of total experiments is not only reflected in the saved time but also in the 

reduced costs and resources due to fewer experiments. Moreover, it is assumed that the 

reduced amount of data for training the hybrid model may still maintain a high performance 

due to the knowledge generated about the process dynamics [109]. The increased process 

dynamics would remain unnoticed or would be modelled incorrectly if a state-of-the-art RSM 

or a single black or white box model were used. However, it is assumed that a hybrid model 

can deal with iDoE, describing the real-time process dynamics. This emphasizes the 

combinatorial use of intensified fermentations and hybrid modelling from economic and 

performance-related aspects, for instance: to meet the FDA's QbD and PAT requirements for 

quality assurance, to generate process knowledge, while simultaneously speeding up the time 

to market for newly developed drugs and biosimilars, by providing a faster supply of materials 

for clinical studies [110]. 
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2 Objectives 

This doctoral thesis aimed to develop and apply new methods for the implementation of QbD 

concepts in upstream processing, thereby eliminating present limitations. For this purpose, 

some of the most important issues addressed and investigated. This includes the 

▪ precise calculation of the specific rates of a bioprocess 

▪ development of soft sensors for process variables of interest 

▪ importance of hybrid modelling for process characterization 

▪ concept of iDoE for accelerating upstream process characterization  

 

Required data were obtained by performing E. coli fed-batch fermentations (20 L) in a 

three-dimensional design space, investigating each parameter at three levels (N = 33). This 

design space was characterized completely twice, with static and intensified fed-batch 

fermentations. The developed methods were tested for their respective performance and 

compared to state-of-the-art techniques. 

 

To emphasize QbD, the following hypotheses were proposed as the main objectives: 

- A smoothing spline function enables access to the specific rates of a bioprocess despite 

high analytical errors (Publication I) 
 

- Using 2D-fluorescence spectroscopy and standard process data, real‑time on‑line 

monitoring of the biomass concentration is possible (Publication II) 
 

- Hybrid modelling is superior to state-of-the-art modelling techniques for upstream 

process characterization (Publication III) 
 

- Process characterization can be significantly accelerated using intensified cultivations 

(Publication IV) 
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3 Results 

3.1 Publication I – The Shortcomings of Accurate Rate Estimations in 

Cultivation Processes and a Solution for Precise and Robust Process Modeling 

Hypothesis: a smoothing spline function enables access to the specific rates of a bioprocess 

despite high analytical errors 

In this publication, a modelling technique, cubic smoothing splines, for calculating the specific 

growth rate and the specific substrate consumption rate is presented and compared to state-

of-the-art methods. This is of high importance since a robust method to accurately estimate 

the cell growth or substrate consumption rate, unveiling the actual status of the cells, is 

essential to understand a bioprocess, e.g., batch-to-batch comparability and post-process 

investigation. In comparison, the presented technique has been proven to possess higher 

accuracy and higher precision than standard methods such as stepwise integration, which is 

not suitable for the calculation of non-linear trends. Additionally, high analytical errors further 

worsen a precise calculation. However, the smoothing spline is considered to be highly robust 

since the sampling frequency and high analytical errors do not significantly influence its 

preciseness. All these features make it a valuable tool to compare and investigate batches in 

the QbD concept. 

 

3.2 Publication II – Soft Sensor Based on 2D-fluorescence and Process Data 

Enabling Real-time Estimation of Biomass in Escherichia Coli Cultivations 

Hypothesis: using 2D-fluorescence spectroscopy and standard process data, real‑time on‑line 

monitoring of the biomass concentration is possible  

To develop a soft sensor able to estimate the current biomass concentration in real-time, 

standard process data and a 2D-fluorescence probe were used. The established soft sensor 

can accurately estimate the biomass concentrations on-line for all design space settings. To 

test the generalization ability, fermentations with different settings, which mimicked process 

deviations, were performed and the performance of the soft sensor was assessed for all runs. 

It was demonstrated that the soft sensor was also able to estimate the biomass concentration 

of these fermentations. However, there were performance limitations with too many CPP 

deviations. Nevertheless, the developed soft sensor has been proven to be well-suited for 

on-line process monitoring of the biomass concentration in production processes. 

  



 

 17 

3.3 Publication III – Comparison of Modeling Methods for DoE-Based Holistic 

Upstream Process Characterization 

Hypothesis: hybrid modelling is superior to state-of-the-art modelling techniques for upstream 

process characterization  

To prove the superiority of hybrid models over state-of-the-art modelling techniques, i.e., RSMs 

of the process endpoints and a time-resolved black box model, an extensive comparison was 

presented. A complete full factorial design space was characterized and the performance 

predicting the analytical values of the fermentations was assessed. For this evaluation, either 

the process endpoints or the complete trend of the biomass concentration and the soluble 

product titre were considered. This comparison demonstrated that the performance of a hybrid 

model is superior to that of state-of-the-art techniques to ensure constant product quality. 

Moreover, hybrid modelling was highlighted to be the method of choice for reliable time-

resolved process modelling. 

 

3.4 Publication IV – Hybrid Modeling and Intensified DoE: An Approach to 

Accelerate Upstream Process Characterization 

Hypothesis: process characterization can be significantly accelerated using intensified 

cultivations 

To demonstrate potential time savings during process characterization by performing 

intensified cultivations, the same design space as in the previous publication (Publication III) 

was characterized using iDoE, i.e., cultivations with intra-experimental CPP setpoint shifts. An 

iDoE hybrid model based on only nine intensified cultivations was developed and its 

performance compared to the full factorial static hybrid model (27 cultivations) and a fractional 

factorial static hybrid model, trained only on the centre point and the corners (nine cultivations). 

It was shown that the full factorial static hybrid model had the most reliable performance. The 

iDoE hybrid model performed overall similar but with a slightly increased prediction error. 

However, only a third of the data was used to develop the hybrid model, compared to the full 

factorial static hybrid model, i.e., >66 % fewer practical experiments. Further, the presence of 

a possible memory effect caused by the CPP shifts, i.e., an altered behaviour due to previous 

CPP combination settings, which would make using the iDoE approach impracticable, was 

examined and rejected. The fractional factorial static hybrid model showed the highest error 

and SD compared to the other two hybrid models. It was thus shown that it is possible to 

significantly reduce bioprocess development times by combined application of iDoE and hybrid 

modelling.  
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4 Conclusions 

All hypotheses were confirmed and the objectives accomplished as presented in the 

publications and this thesis. With the obtained results and findings, some of the current 

research gaps were closed, contributing to progress in the PAT initiative and to the 

implementation of QbD concepts in upstream processing. 

The presented cubic smoothing spline solution to precisely estimate the specific rates of the 

cells in a bioprocess is of high value concerning batch-to-batch comparability and post-process 

investigation, i.e., process deviations are visible, can be examined and understood. Moreover, 

this method allowed the reasonable sampling frequency to be determined with respect to the 

accuracy of the off-line method. Furthermore, the estimative quality of state-of-the-art methods, 

e.g., stepwise linear integration, is highly susceptible to the frequency of the sampling interval, 

while the accuracy and preciseness of the cubic smoothing spline has been proven to be 

independent of the sampling interval to a great extent. Furthermore, it also demonstrates 

robustness towards high analytical measurement error, as is often the case in mammalian 

systems, e.g., the determination of the cell concentration. 

Moreover, extracting real-time information from a bioprocess to estimate process variables, 

which are typically not accessible in real-time, e.g., the current biomass concentration, is of 

high interest. Using an advanced 2D-fluorescence sensor, in addition to the standard on-line 

process data, the development of a solely data-driven soft sensor was possible. Further, by 

altering process parameters, i.e., mimicking process deviations, the limitations of accurate 

estimations for this non-parametric model were tested. In this way it was shown that the soft 

sensor performs reliably, even when process parameters are changed. This makes it a 

valuable tool for production processes, providing information about the current biomass 

concentration at any time in the process. Moreover, with this established soft sensor, unit 

operations can always be carried out at the same setpoint, e.g., the induction can always take 

place at the same biomass concentration instead of a predetermined time point, to ensure 

process consistency. 

To overcome the limitations of pure non-parametric and descriptive models, as presented by 

the soft-sensor approach, a predictive hybrid model was used to predict the process variables 

of interest, the biomass concentration and the soluble product titre. Therefore, the hybrid model 

was only developed on process parameters that can be controlled. 

The performance of hybrid modelling was evaluated compared to state-of-the-art methods for 

process characterization, e.g., response surface modelling of the process endpoints and 

time-resolved non-parametric modelling. It has been demonstrated that a hybrid model 

outperforms a pure data-driven model and has almost equivalent performance to RSMs, 

predicting the process endpoints, with the additional advantage of providing the time-resolved 



 

 19 

trajectory of the complete bioprocess, thus contributing to highly demanded process 

understanding. The established hybrid model was applied as a soft sensor and its performance 

was evaluated for predicting both process variables of interest in real-time, applied on new 

fermentations. Although the applied settings were completely new, the hybrid model was able 

to accurately predict the biomass and soluble product titre in real-time. Moreover, all the inputs 

used to train the hybrid model were easily and directly controllable, enabling MPC in future 

applications. 

Finally, the issue of long development times and high experimental effort for process 

characterization was tackled using iDoE. Intra-experimental shifts of CPPs enabled the 

characterization of more than one CPP setpoint per fermentation, as is commonly performed. 

This means the exemplary three-dimensional design space was completely characterized by 

only nine iDoE cultivations, comprising two parameter shifts per fermentation, instead of 

27 static cultivations. Regarding a possible memory effect, it was shown that the cells can 

handle this applied iDoE setup by rapidly adapting to new process conditions, already within 

one hour after the shift. This makes a comparison of both approaches valid and permits the 

usability of the intensified fed-batch fermentations to predict the outcome of the static fed-batch 

fermentations. Performance of the iDoE hybrid model was slightly inferior to the full factorial 

static hybrid model, but still highly accurate. A fractional factorial static hybrid model, 

developed on nine static fed-batch fermentations proved to be less accurate and less precise 

compared to the iDoE hybrid model, confirming the higher learning from intensified cultivations. 

Moreover, the iDoE hybrid model was able to predict the biomass concentration and soluble 

product titre of all static cultivations, leading to two thirds fewer practical experiments, i.e., a 

reduced time requirement by >66 % for process characterization. This further highlights the 

potential and advantages of applying iDoE. 
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Abstract
The accurate estimation of cell growth or the substrate consumption rate is crucial for the understanding of the current 
state of a bioprocess. Rates unveil the actual cell status, making them valuable for quality-by-design concepts. However, in 
bioprocesses, the real rates are commonly not accessible due to analytical errors. We simulated Escherichia coli fed-batch 
fermentations, sampled at four different intervals and added five levels of noise to mimic analytical inaccuracy. We computed 
stepwise integral estimations with and without using moving average estimations, and smoothing spline interpolations to 
compare the accuracy and precision of each method to calculate the rates. We demonstrate that stepwise integration results 
in low accuracy and precision, especially at higher sampling frequencies. Contrary, a simple smoothing spline function 
displayed both the highest accuracy and precision regardless of the chosen sampling interval. Based on this, we tested three 
different options for substrate uptake rate estimations.

Keywords  Bioprocess development · Cubic smoothing spline · Fed-batch fermentation · Growth rate · Substrate uptake rate

Introduction

State variables, such as biomass, substrates, and product, 
are quantified via off-line measurements during cultiva-
tion processes of microbial, mammalian and yeast cells to 
understand how the process states evolve. To shed light into 
the biological subsystem, i.e., the cell state, as well as the 
metabolism [4, 6, 8, 12] or to compare different cultivations 
on the biological level, e.g., for media selection or cell line 

development [13, 16, 19], specific production/consumption 
rates are a necessity.

Principle approaches to rate estimation

There are several approaches for estimating rates of a bio-
process [7, 15, 21]. A very simple method is to calculate the 
first derivative of a cubic smoothing spline function [15, 21]. 
The result is a continuous rate over the whole course of a 
bioprocess such as a fed-batch process, where for every time 
point, a rate value can be derived.

Although the applicability of this non-parametric method 
on bioprocess data is known for a longer time [3, 15], it still 
does not seem to be the method of choice for researchers in 
upstream bioprocess engineering, or related fields of biol-
ogy. In most cases, the integral approach, a simple step-
wise integral estimation is used [5, 10, 11, 25]. Hereby two 
measurements, one derived from sampling time point ti and 
the other from sampling time point ti+1, are considered to 
estimate a rate for this interval (ti, ti+1). The same methodol-
ogy is then applied to the next interval (ti+1, ti+2) and so on, 
estimating one rate value for each time interval, resulting in 
a trend over the course of the cultivation process. This, in 
turn, means that the rate is assumed to be constant for each 
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sampling interval, for which it was calculated, independent 
on its length.

Parameters impacting rate estimation quality

Some parameters do have a high impact on the outcome of 
these rate estimations and if treated in the wrong way result 
in false estimations. For instance, dynamic process trends 
can remain unnoticed, e.g., if the sampling frequency is too 
low. In addition, if larger measurement errors are present, 
the rate is not feasible to describe the process anymore due 
to this inaccuracy. This can lead to a reduction of the accu-
racy of the rates and to a reasonably weakened hypothesis 
on the influences of certain variables or parameters. To 
make the calculations more applicable, different smooth-
ing approaches for rates can be used. An often described 
and simple method is the moving average [9, 26]. Here, the 
rates from several sampling points are smoothed by taking 
the average value from a sampling window. In addition, 
more advanced moving average filters such as low-pass and 
Savitzky–Golay were already retrospectively used for rate 
modeling of bioprocesses [14, 17]. Such advanced filters 
require settings and appropriate knowledge for the ideal 
window size and smoothness, which are dependent on the 
process they are applied on. Using these methods, the true 
covariance matrix is often underestimated and the lack of 
automatic constraints for state variables may lead to subop-
timal performances [23].

Accurate estimation of a rate

Key figures existing in every cultivation process are the 
growth rate µ, which is defined as the time derivative of 
the logarithm of the change in population size and specific 
substrate uptake rates, which are feed dependent. Although 
stepwise integral estimation gives a simple estimation of the 
growth rates, this calculation possesses several drawbacks. 
One discrete estimation from one sampling time point to the 
next one is suboptimal for non-linear trends. Due to inac-
curate biomass measurements, which is, in particular, true 
for cell culture cultivations, cell growth rates vary strongly 
between the samplings, indicating a false process status. On 
the other hand, variations in the amount of fed substrate 
can have substantial impacts on the specific uptake rate 
estimation due to error propagation. A switch in the cell’s 
behavior is more likely to happen continuously and not spon-
taneously. It can be expected that calculations and model 
building attempts with these obtained biased values can lead 
to unreliable results containing much noise. To yield better 
descriptions of cultivation processes continuous rates should 
be preferred over sudden changes to yield.

Since the “true” rate is not accessible in a real fer-
mentation process, because of the existence of analytical 

measurement errors [20] and biological differences from 
cultivation to cultivation, we present a simulated case 
study, at which linear and inhibited cell growth were simu-
lated in-silico. Noise was added to the dataset to mimic a 
range of typical analytical measurement errors. 100 single 
fed-batch processes were simulated to obtain a statisti-
cal meaningful dataset. We compared the performance of 
the stepwise integral estimation including post-smoothing 
with a simple moving average with the cubic smoothing 
spline function. Hereby, different sampling intervals and 
analytical measurement errors have been simulated and 
both approaches were elucidated with respect to their pre-
cision and accuracy to obtain the real rates. Additionally, 
we also highlight an optimal solution to describe the sub-
strate uptake rates, since for estimating substrate uptake 
rates, the feeding rate and feeding substrate concentration 
need to be taken into account. Any analytical error in this 
part can have a huge impact on the level of noise in the 
data.

The unique combination of different rate calculations 
applied on data with varying sampling frequencies and 
analytical deviations is very valuable for process under-
standing and modeling.

Materials and methods

The detailed cultivation settings for the different simulated 
in-silico fed-batch fermentations (table 1) and all the nec-
essary equations (Eqs. 1–4) are given in the Bioprocess 
Simulation section of the Online Resource 1.

Noise generation

To account for process and analytic related variance, ran-
domly generated multivariate normal distributed numbers 
were added, accounting for different precision levels in 
each process variable. Such noise was added to volume 
(1%), substrate (1%), and biomass, for every sampling 
point. For the biomass, five different levels of coefficient 
of variation (CV) were utilized (2.5, 5, 7.5, 10 and 12.5%). 
The CV (Eq. 1) is the standardized standard deviation, 
independent of the extent of the value and, therefore, a 
good estimation for accuracy:

The CV describes the magnitude of variation for 68.2% 
of the data with the standard deviation σ and the average 
value X̄.

(1)CV =
σ

X̄
× 100.
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Stepwise integral estimation

The most commonly used method, the stepwise integral 
estimation, of calculating specific growth rates using 
the measured cell dry mass is described in the following 
equation:

As in Takuma et al. [22], µ is estimated for each time 
interval between two measurements by dividing the cur-
rent total biomass X(t) with the value of the previous 
measurement X(t − 1). This equation assumes that µ is 
constant for the described time interval.

Moving average

A moving average filter was applied to smooth the step-
wise integral estimation by calculating the mean of the 
observations using a fixed window size as stated in the 
following equation:

with �MA as the smoothed value, � the growth rate, and the 
chosen window size n.

Cubic smoothing spline

For the specific growth rate estimation via cubic smoothing 
spline, the MATLAB function csaps(x,y,p) was applied with 
x the total time of the process, the total cell mass y, and the 
chosen value for the fitting parameter p. This function is an 
implementation of the Fortran function SMOOTH [18]. The 
fitting parameter p determines the relative weight to either 
smooth or perfectly match the data. Here, the least-squares 
solution (p = 0) is a straight line fit, while p = 1 is the natural 
cubic spline interpolation matching each data point. To find 
the optimal fit, the p value was screened with a resolution 
of 0.1 and applied to the data. By choosing an appropriate 
value for p, the current growth rate can be determined by 
computing the functions respective time derivative (Eq. 4):

with x representing the biomass concentration and V the 
volume. The MATLAB script to apply the described cubic 
smoothing spline function to real data can be found in the 
Online Resource 2.

(2)� =

ln

(
X(t)

X(t−1)

)

dt
.

(3)�MA =
�(t) +⋯ + �(t+n−1)

n
,

(4)
d(xV)

dt
= �xV ,

Specific substrate uptake rate

For the calculation of the specific substrate uptake rate in g/g/h 
(qS), different approaches were considered and compared with 
regard to the respective accuracy. For the following equations, 
uf represents the feed flowrate, Sf the substrate feed concen-
tration, S the substrate concentration, V the volume, and x the 
biomass concentration. The change in substrate over time is 
determined by the amount of consumed and added substrate 
in the reactor (Eq. 5), accordingly:

Option 1

For the first approach, the total substrate consumption (i.e., 
accumulation minus input) was calculated and set into a rela-
tionship to the qS (Eq. 6). Accordingly, rearranging and inte-
grating Eq. (5) resulted in:

A cubic smoothing spline fit was performed on the total 
consumption ( SV − S0V0 − ∫ ufSf dt ) and on the biomass 
term (xV).

Option 2

For the second approach, the total amount of substrate in 
the supernatant was taken into consideration for the spline 
function and set into relation with the qS (Eq. 7). The cubic 
smoothing spline fit was performed on the substrate term (SV) 
and on the biomass term (xV):

Option 3

The last approach is similar to the second one, but only takes 
the substrate concentration in the supernatant into account. 
Accordingly, it follows from Eq. (5):

(5)
d(SV)

dt
= qSxV + ufSf .

(6)
d(SV − S0V0 − ∫ ufSfdt)

dt

1

xV
= qS.

(7)
(
d(SV)

dt
− ufSf

)
1

xV
= qS.

(8)

d(SV)

dt
= V

dS

dt
+ S

dV

dt
= qSxV + ufS,

with
dV

dt
= uf ,

(9)
V
dS

dt
− ufSf + ufS = qSxV ,

with D =
uf

V
,
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For this, an additional variable must be introduced, the dilu-
tion rate D, which is defined as the ratio of uf to V (Eq. 10). 
The cubic smoothing spline fit was performed on the substrate 
concentration term (S) and on the biomass term (xV).

RMSE and MAPE calculation

The root-mean-square error (RMSE) was calculated according 
to Eq. (11) and the mean absolute percentage error (MAPE) 
according to Eq. (12), where ŷ describes the actual value, y the 
desired target value and n the number of samples:

(10)
(
dS

dt
− D(Sf − S)

)
1

xV
= qS.

(11)RMSE =

�
∑i

t0
(ŷ(t) − y(t))2

n
,

(12)
MAPE =

∑ �
��
y(t)−ŷ(t)

�
��

y(t)

n
× 100.

Results

Bioprocess simulation

The two different bioprocess setups are displayed in Fig. 1. 
Simulation 1 describes a bioprocess were the cells are not 
induced or do not exhibit any growth inhibition (Fig. 1a). 
The second simulation describes a typical biomass trend of 
an induced microbial process (Fig. 1b). Due to this setup, 
we obtained completely different trends for the biomass as 
well as for the substrate concentrations. This allows to test if 
the distinct curvature of those trends leads to any unwanted 
effects when the different methods calculating the growth 
rate are applied.

When a process is performed with exactly the same pro-
cess parameters for an infinite number of runs and with 
the exact same time interval at which samples are drawn, 
still random errors are likely to occur. Due to the analytical 
method precision, which depends on the utilized device dif-
ferent amounts of CV can be expected. The CV of biomass 
determination, for instance, is obviously depending on the 
used method. Gravimetric dried biomass determination for 
E. coli is expected to be quite accurate, whereas the meas-
urement of the viable cell count via a microscope using a 

Fig. 1   Simulated a Monod and b non-competitive model process 
parameters and biomass concentration variation due to random sam-
pling error at 12.5%, 7.5% and 2.5% CV for the Monod model (c) 

with a sampling interval of 0.5 h and the non-competitive model (d) 
with a sampling interval of 1 h are presented. For c, d the number of 
simulated fed-batch processes n = 100
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hemocytometer can be rather imprecise [1, 2]. The generated 
variations between 2.5 and 12.5% already represent very 
precise cell measurements. For instance, at 7.5% CV, the 
biomass at 20 g/L varies with ± 1.5 g/L, which is an abso-
lutely realistic value (see Fig. 1c, d).

Rate estimations via stepwise integral estimation 
and elucidation of sampling interval impact

In the first step, the growth rates for the 100 simulated fed-
batch experiments were calculated and the accuracy and 
precision of the growth rate estimations were determined. 
For each rate µ(i) at time point t(i), the average and the 
standard deviation were calculated (n = 100). On average, 
the stepwise integral estimation is able to determine the rate 
quite precisely, independently if the growth rate is constant 
(Fig. 2a) or not (Fig. 2b). However, it is attended by low 
accuracy and further depends on the sampling interval and 
biomass accuracy. At an interval of 0.5 h, for instance, the 
minimal CV is already around 50% (Fig. 2c, d). Addition-
ally, at a low biomass determination accuracy, the CV even 
increases fivefold. If the growth rate is following a dynamic 

trend, the maximum CV at the highest sampling frequency 
is almost 400%. For both bioprocesses, the CV for almost 
half of the dataset was higher than 50%.

This behavior of the stepwise integration has huge impli-
cations on the evaluation of the current growth rates. For 
instance, if the growth rate would be rapidly changed back 
and forth due to a modification in the experimental condi-
tion, the stepwise integration approach would not be able 
to recognize this and the information would remain hidden 
because of the weak performance.

Rate estimation via cubic smoothing spline

The cubic smoothing spline function was applied to the 
whole data for each run. The performance of the smooth-
ing spline curve is displayed in Fig. 3. Additionally for 
the smoothing spline, also the perfect value for a general 
purpose of p was screened. A fitting parameter p of 1 led 
to a very low error but also to a generalization of the data 
and a p of 0 to an increasingly high error due to the simple 
straight line fit (Fig. 3a). Therefore, both were not displayed 
in Fig. 3b. To obtain the optimal p, the RMSE (Eq. 11) of 

Fig. 2   a, b The estimated growth rates at different sampling inter-
vals and their respective standard deviations (depicted by the area) 
at a biomass determination precision of 2.5% coefficient of variation 
(CV). c, d The resulting CV of the growth rate µ as a function of the 

sampling interval and at different biomass determination precisions 
for Monod model (a, c) and the non-competitive model (b, d) The 
number of simulated processes n = 100. Data above 100% are not 
depicted



174	 Bioprocess and Biosystems Engineering (2020) 43:169–178

1 3

the rates for 100 simulated fed-batch experiments at different 
sampling frequencies and CV for biomass determination was 
calculated (Fig. 3b) and described as a function of p, added 
noise, and sampling frequencies. The RMSEs of all the 
sampling intervals resulted in a similar shape. The surface 
exhibited a minimum at a p around 0.4 for all noise and sam-
pling frequency combinations except for noise levels > 10% 
and the lowest sampling frequency of 4 h where a slightly 
lower p of 0.2 would be more preferable (see also Fig. 3c). 

Consequently, a fitting parameter of 0.4 was chosen for all 
further processes. At this magnitude, also the overall error 
at high sampling intervals and large measurement errors is 
reasonable low. Once the fit is applied sufficiently, the time 
derivative of this function represents the current growth rate. 
A very precise and accurate fit can be generated, which is 
sampling interval independent using the applied smoothing 
spline function. Even if the rate estimations became slightly 
inaccurate at the beginning and at the end of the processes, 

Fig. 3   a Spline fittings with p 0 and 1 of noisy biomass data (12.5% 
CV of biomass determination). b RMSE as a function of the sampling 
interval, the CV of biomass determination and the fitting parameter 
p of the spline function. c RMSE at a p of 0.4 at different sampling 
intervals. The coefficient of variation (CV) of the growth rate for the 

Monod model (d) and the non-competitive model (e) as a function 
of the sampling interval and CV of biomass determination for a fit-
ting parameter p of 0.4. For b–e the number of simulated processes 
n = 100
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still the precision for the rate estimations via spline is high. 
No differences between the estimation of a constant and a 
decreasing growth rate were evident. Also, if large noise was 
present, the spline was still able to estimate the rates correct 
and precise (Fig. 3d, e). With a biomass measurement error 
of 12.5%, the calculated CV ranged around 50% (n = 100).

Methodical comparison: stepwise integral 
estimation and cubic smoothing spline

The combination of stepwise integration and a moving aver-
age is a widely used approach for gathering smoothed rates. 
In the following, we elucidate the differences of using this 
combined method with the cubic smoothing spline.

The rate estimations described via the cubic smoothing 
spline outperformed the stepwise integral estimation. While 
the spline is considering the whole data, the stepwise inte-
gral estimation only takes two consecutive time points into 
account. Hence, smoothing splines can better deal with the 
error in the data compared to stepwise integral estimations. 
Regarding stepwise integral estimation, the error in the data 
is further propagated into the rate calculation. The spline 
fit already smooths the data before it gets even further pro-
cessed. Considering this fact, it is obvious that spline func-
tions are more accurate and precise.

A very common approach to further process the rates 
derived from stepwise integral estimations is to apply a mov-
ing average filter to smooth the data. For this study, we have 
chosen an averaging window size of 3 and 4. As expected 
the larger is the window size, the smaller the variations. 
Even with a window size of 3, the RMSE was reduced to 
an acceptable level. At a window size of 4, the error in the 

rate estimations in some cases was even better than the ones 
calculated with the cubic smoothing spline (Fig. 4).

However, due to the moving average, the rate change will 
seem to occur at different time points than it is the case. This 
is, in particular, a problem for non-constant rates (Fig. 4b). 
This effect will get even stronger at lower sampling fre-
quencies. Further, averaging rates over several time points 
reduces the ability to describe the dynamics in the system, 
whereas exactly this should be described by the rates. The 
more likely process changes occur and the larger the averag-
ing window is, the more likely they are overseen. Hence, the 
increased precision is traded for a reduced rates description.

The user also has to face the so-called endpoint problem. 
Due to the application of the moving average, the end of the 
process is not determined. Depending on the window size, 
the timeline of the rates will be inevitable shorter. Conse-
quently, the utilization of moving average will reduce varia-
tion in the prediction, but will also lead to a reduced descrip-
tiveness of the process and to misleading assumptions.

Specific substrate uptake rate estimations 
via the cubic smoothing spline

Other important process characteristics are substrate uptake 
rates. In this specific case, the amount of fed substrate must 
be incorporated into the calculation and with it any possible 
variations and errors, which might come along. Since we 
already verified the superiority of a cubic smoothing spline 
we only focused on the performance of this approach. A sim-
ulation of 100 fed-batch processes using the non-competitive 
model was performed in which a feed variation of 1% occurs. 
The sampling interval was chosen to be 1 h and the worst 
case of 12.5% CV for the biomass determination was used 

Fig. 4   Comparing the RMSE values of the stepwise integral esti-
mations (a) and stepwise integral estimations using a moving aver-
age (n = 4) as a function of the sampling interval and CV of biomass 
determination. b The timely deviation (%) from the time point when 

the simulated µ changed 15% (non-competitive model) derived from 
utilizing moving average with a window size of 3 and 4. The number 
of simulated processes n = 100
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and the fitting parameter p was set to 0.4. There are three 
possible options for the estimation of a feed-dependent rate. 
Either the total amount of consumed substrate (Option 1), 
the total amount of substrate in the supernatant (Option 2) or 
the substrate concentration in the supernatant (Option 3) can 
be taken into consideration for the cubic smoothing spline 
fitting (Fig. 5a–c).

All three options can in average accurately describe 
the specific substrate uptake rate (Fig. 5d). However, the 
incorporation of the feed into the calculation beforehand 
increased the precision to a great extent (Option 1) and 

also the feeding noise can be almost completely erased. 
Interestingly, between option 2 and 3, respectively, using 
the total amount of substrate or the substrate concentra-
tion, no significant difference was observed (see Fig. 5e). 
Only at the end of the fed-batch process, option 2 under-
estimates the specific substrate uptake rate. However, 
already 1% variation in the feeding system can have a 
substantial impact. As a consequence of using the wrong 
approach, the error will increase almost fourfold (Fig. 5f) 
from around 5% up to 20% MAPE (Eq. 12). If the feed is 
not incorporated into the calculation beforehand, such as it 

Fig. 5   Specific substrate uptake rate estimation via option 1 (a) 2 (b) 
and 3 (c) over the time course of a fed-batch (n = 100) for a sampling 
interval of 1 h and precision of 12.5% CV for the biomass determina-
tion are presented. The averaged values and their respective standard 

deviations of the three different options over the time course of the 
process (d), the resulting RMSE values for each option and sampling 
point (e), and MAPE for all three options (f) are displayed. The num-
ber of simulated processes n = 100
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is the case in Option 2 and 3, the feeding error propagates 
further into the rate estimation.

Discussion

Stepwise integral estimation issues

The key to process development and process modeling is to 
estimate rates accurately and precisely. In average (n = 100), 
the stepwise integral approach calculated an accurate rate 
value. This was expected considering that a large number 
of repetitive experiments should always meet in average the 
desired target value. But, we demonstrated that the step-
wise integral estimation will end up in large variations. It 
is not surprising that the inaccuracy rises with an increased 
sampling frequency [24], but such an increasing variation at 
higher sampling frequencies was on first sight rather unex-
pected. Due to the magnitude of the sampling errors, the 
slope of the linear function will either be more positive or 
negative, in comparison to the real value. Every new sam-
pling point will add its failure to it and, consequently, the 
deviation will increase over the time course of the cultiva-
tion. Therefore, with an increased sampling frequency, the 
rate estimation error increases although the measurement 
error remains constant. Since this behavior is counterintui-
tive, it is most likely overseen. This is a major disadvantage 
since for accurate process characterization and to gather 
process know-how a large dataset, thus a high sampling fre-
quency, is a necessity. The application of the moving average 
would be a simple tool to reduce such variances but the user 
will eventually end up in less accurate values. Therefore, 
rates calculated by stepwise integral estimation should be 
handled carefully for modeling purposes.

Application of cubic spline and specific substrate 
rate estimation

In this study, we focused on the cubic smoothing spline func-
tion as an alternative to rate estimations via stepwise inte-
gral estimation. With a reduced precision of the analytical 
determination, also the variation in the estimation increased 
but not to the same extent as when the stepwise integral 
estimation was applied. In the best case, at a high sampling 
frequency and biomass determination inaccuracy, the CV 
was around a factor of 4 lower. Moreover, the cubic smooth-
ing spline was not affected by the sampling frequency. In real 
bioprocesses, a good trade-off between sampling frequency, 
process dynamics and the analytical error should be consid-
ered. For high analytical errors and slow process dynamic 
changes, a high sampling interval does not increase precision 
and accuracy.

Additionally, we elucidated three different approaches for 
estimating substrate uptake rates via the established spline 
fit. If the substrate feed is not incorporated beforehand a 
cubic spline is performed, feed variations can have a sub-
stantial impact on the propagated error. Hence, it is impor-
tant to first calculate the total amount of consumed substrate 
before the rates are estimated.

The only “drawback” using the cubic smoothing spline 
function is that one degree of freedom is present, the fit-
ting parameter p. Therefore, before processing the optimal p 
must be reconsidered with respect to the given magnitude of 
the x ordinate. Another powerful alternative to spline func-
tions can be found in Gaussian distributions. It was shown 
that for processes with high sampling numbers (100–1000), 
the Gaussian distribution outperforms the spline function 
while for samplings below 100, it is vice-versa [21]. Typi-
cally, mammalian cell culture processes lead to only 10–20 
observations. Likewise, also microbial fermentations do not 
comprise such a high sampling frequency, also resulting in 
only 15–25 observations per process. These considerations 
and the remarkably easy use of this method due to no data 
pre- or post-processing are clearly stating the advantage of 
the smoothing spline compared with other methods.

Conclusion

In this study, the specific growth rate and the specific sub-
strate uptake rate were chosen as representative examples. 
It was shown that cubic spline estimations are a simple but 
powerful tool to determine rates, compared to the most com-
monly used standard procedure the stepwise integral estima-
tion. The presented method:

•	 is easy to apply and to implement for off-line analytical 
purposes,

•	 is to a major extent sample interval independent,
•	 can cope with large analytical variances,
•	 allows the user to assess a rate value at every time point.

In addition, we showed that a small error in the feeding 
system can lead to huge impacts in the estimation of specific 
substrate uptake rates. Hereby, it is important to take the 
feeding into account before the actual spline fit takes part.

For this level of complexity, the spline is sufficiently 
enough and more complex algorithms such as the Gaussian 
distribution or functions with more degrees of freedom (e.g., 
Kalman filters) are not necessary. It is easy to implement 
into existing codes and can add a reasonable value to process 
development and process comparability.
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Online Resources 

 

Bioprocess Simulation 

We simulated the fed-batch phase of an E. coli fermentation for two different process setups using MATLAB 

(2016b, MathWorks, Massachusetts, USA). Each simulation started with the indicated parameter values as stated 

in Table 1. 100 individual fed-batches for each setting were simulated. These processes were simulated with 

varying sampling intervals of 0.5, 1, 2 and 4 h, respectively and a negligibly small sampling volume. Also, the 

biomass X was calculated as stated in Eq. 1 via the growth rate 𝜇 and time t. 𝑋(𝑡) =  𝑋(𝑡0) 𝑒𝜇 (𝑡−𝑡0) (1) 

Further, the exponential feeding strategy was established as indicated in Eq. 2. 𝑢𝑓 = 1𝑆𝑓  𝑋(𝑡0) 𝑌𝑥𝑠  𝜇 𝑒𝜇 (𝑡−𝑡0)
 (2) 

With the feed flow rate uf, the feed glucose concentration Sf, the total biomass at the feed start X(to), the biomass 

per glucose yield Yxs and the set growth rate µ. 

Table 1. Cultivation settings for the simulated fed-batch processes. 

Parameter Value 

starting biomass concentration 4.4 g/L 

vessel volume 5 L 

feeding strategy exponential 

growth rate 0.15 h-1 

feed duration 18 h 

feed glucose concentration 100 g/L 

inhibitor concentration 80 g/L 

yield biomass/glucose 0.33 g/g 

sampling interval 0.5, 1, 2, 4 h 

 

 

Monod model 

The first in-silico process setup was based on a glucose limitation and therefore the apparent growth rate was 

adjusted by the feeding rate only, following the order of Monod (Eq. 3) as shown in Figure 1A. 𝜇 = 𝜇max    𝑆𝐾𝑆 + 𝑆  (3) 



2 

 

With the specific growth rate µ, the assumed maximum growth rate µmax of 0.9 h-1, the limiting glucose/substrate 

concentration S, and the substrates affinity constant KS with an assumed value of 0.007 (Senn, Lendenmann, 

Snozzi, Hamer, & Egli, 1994). 

 

Non-competitive model  

For the second process setup the exponential addition of an inhibitor, mimicking the product formation, was taken 

into account (Eq. 4). The inhibitor concentration was selected in a way that adequately mimics a decreased growth 

rate as presented in Figure 1B. Hence, the simulation was performed in such a way that the inhibitor was included 

in the feed. 

𝜇 =  𝜇max  𝑆𝐾𝑆 + 𝑆
1 + 𝐼𝐾𝑖  (4) 

Using the non-competitive model the Monod equation with the same assumed values is extended with an 

additional term to describe the growth inhibition, containing the inhibitor concentration I and its affinity constant 

Ki with an assumed value of 1.7. 
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MATLAB script for growth rate estimation via cubic smoothing spline 

 

Depending on the dataset the optimal p can differ. We observed a time dependency with respect to p using minutes 

instead of hours for microbial or hours instead of days for mammalian processes, which can lead to different cubic 

spline results. Thus, to expect optimal fitting results for a fixed p, the time axis should be in a similar range. In 

this case, the optimal p of 0.4 is valid for processes in the double-digit range (e.g.: 20 hours or days). Moreover, 

we performed csaps for real microbial as well as cell culture processes and always established a good fitting 

performance with a p of 0.4. 



For this section user input is needed - set the

value for the fitting parameter p and import

your Excel file including your process data for

the growth rate calculation

clear ; clc ; close all

% create an Excel file, it only has to include the columns for the

 following process parameters in the indicated order to work (exclude

 any headers)

% column A = absolute time of the process

% column B = viable cell concentration/biomass

% column C = vessel volume (in the same unit as the concentration in

 Column B)

% if your file is complete, choose your wanted value for the fitting

 parameter p

fitP = 1 ;

% import your Excel file by assigning it to the variable 'importData'

importData = importdata('testfile.xlsx') ;

% the output of this script will be a newly generated Excel file

% It contains the sampling points with the respective viable cell

 concentration/biomass, total viable cells/biomass and the growth

 rate, all calculated via the cubic smoothing spline function

% the used value for the fitting parameter will also be saved in this

 Excel file

% the file will be created into the same folder as this Matlab script

 is located

% run the code (F5)

no further user input is needed for this section

- rate calculation and export to Excel file

% assigns the variables to the column number in your Excel file

Time_Total = importData(:,1) ;

VCC = importData(:,2) ;

Volume = importData(:,3) ;

% function generation and value calculation

fnX = csaps(Time_Total,VCC.*Volume,fitP);

GrowthRate_Spline_Samplings = fnval(fnder(fnX,1),Time_Total)./

fnval(fnX,Time_Total);

% plots the measured and calculated cell concentration

1



figure(1)

plot(Time_Total, VCC.*Volume, 'kd', 'MarkerSize',

 10,'markerfacecolor','k')

title('Measured versus calculated Values')

xlabel('Total Time')

ylabel('Total Viable Cells')

hold on

fnplt(fnX)

legend('Measurement', 'Calculated Trend', 'Location', 'northwest')

hold off

% plots the calculated growth rate via smoothing Spline with the

 chosen fitting parameter p

figure(2)

hold on

plot(Time_Total, GrowthRate_Spline_Samplings)

title('Calculated Growth Rate via Smoothing Spline')

xlabel('Total Time')

ylabel('Growth Rate')

legend('Spline Estimation') ;

hold off

% creates variables for the Excel export

ExcelSheet = 1 ;

Export_Names = {'Total Time - Sampling Points', 'Calculated Biomass/

Viable Cell Concentration via Smoothing Spline', 'Calculated Total

 Biomass/Viable Cells via Smoothing Spline', 'Calculated Growth Rate

 via Smoothing Spline',  'used Value of the Fitting Parameter'} ;

TVC_Calculated = fnplt(fnX) ; TVC_Calculated = TVC_Calculated' ;

alignment = knnsearch(TVC_Calculated(:,1),Time_Total) ;

VCC_Calculated = TVC_Calculated(alignment,2)./Volume ; TVC_Calculated

 = TVC_Calculated(alignment,2) ;

% creates Excel export file

xlswrite('SmoothingSpline_Calculations.xlsx', Export_Names,

 ExcelSheet, 'A1:E1') ;

xlswrite('SmoothingSpline_Calculations.xlsx', Time_Total,

 ExcelSheet, 'A2') ;

xlswrite('SmoothingSpline_Calculations.xlsx', VCC_Calculated,

 ExcelSheet, 'B2') ;

xlswrite('SmoothingSpline_Calculations.xlsx', TVC_Calculated,

 ExcelSheet, 'C2') ;

xlswrite('SmoothingSpline_Calculations.xlsx',

 GrowthRate_Spline_Samplings, ExcelSheet, 'D2')

xlswrite('SmoothingSpline_Calculations.xlsx', fitP,

 ExcelSheet, 'E2') ; clearvars
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Abstract
In bioprocesses, specific process responses such as the biomass cannot typically be

measured directly on-line, since analytical sampling is associated with unavoidable

time delays. Accessing those responses in real-time is essential for Quality by Design

and process analytical technology concepts. Soft sensors overcome these limitations

by indirectly measuring the variables of interest using a previously derived model

and actual process data in real time. In this study, a biomass soft sensor based on 2D-

fluorescence data and process data, was developed for a comprehensive study with

a 20-L experimental design, for Escherichia coli fed-batch cultivations. A multivari-

ate adaptive regression splines algorithm was applied to 2D-fluorescence spectra and

process data, to estimate the biomass concentration at any time during the process.

Prediction errors of 4.9% (0.99 g/L) for validation and 3.8% (0.69 g/L) for new data

(external validation), were obtained. Using principal component and parallel factor

analyses on the 2D-fluorescence data, two potential chemical compounds were iden-

tified and directly linked to cell metabolism. The same wavelength pairs were also

important predictors for the regression-model performance. Overall, the proposed soft

sensor is a valuable tool for monitoring the process performance on-line, enabling

Quality by Design.

K E Y W O R D S
bioprocess engineering, chemometric modeling, multivariate adaptive regression spline, process monitor-

ing, Quality by Design

1 INTRODUCTION

1.1 Recombinant protein production
At present, operators try to ensure process performance
consistency by operating the process according to a fixed

Abbreviations: 5x-CV, five-fold cross-validation; CPP, critical process parameter; DoE, design of experiments; ex/em, excitation/emission; LoBo-CV,

leave-one-batch-out cross-validation; MARS, multivariate adaptive regression splines; PARAFAC, parallel factor analysis; PAT, process analytical

technology; PC, principal component; PCA, principal component analysis; QbD, Quality by Design; RMSE, root mean squared error; SGR, specific growth

rate; VIP, importance of the input variables.
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protocol, with deviations leading to post-process investi-
gations. However, process inputs succumb inevitably to
variability, and the quality is examined only at the end of the
process. At this point, it is determined whether the outputs
meet the required standards or whether the batch must be
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withdrawn [1]. Narrowing the output specifications to guar-
antee higher quality standards results in increasing numbers
of rejected batches. This consequently leads to an enormous
loss of energy, time, money, and goods [2]. Another point
to consider is that the application of fixed process settings
gives rise to variable outputs. This can be troublesome if a
certain biomass is needed for a specific process operation,
for example, induction in Escherichia coli. Thus, it is of great
interest to know the current biomass concentration at any
time during the process.

1.2 Quality by design and process analytical
technology
Pharmaceutical manufacturing is tightly controlled by the
authorities. The current procedure, namely Quality by Test-
ing, is disadvantageous from an economic aspect and is
associated with long development times. To tackle these
batch-to-batch variations and inconsistencies and to increase
process understanding, the FDA published the process
analytical technology (PAT) guidance for the biopharma-
ceutical industry in 2004. This guidance proposes the use
of risk assessments for the identification of critical process
parameters (CPPs), whose impact on the product’s critical
quality attributes (CQAs) should be studied during process
development [3]. Typically, this is accomplished utilizing
design of experiments (DoE) approaches to analyze the CPPs’
multidimensional impacts on the CQAs. Subsequently, a
monitoring strategy must be defined to ensure that the
process performs as expected and to provide an opportunity
to counteract any input variations that may occur. This allows
for more robust and uniform outputs with respect to quality
assurance and proper risk management [4].

The gathered process knowledge should be used to switch
from a Quality by Testing to a Quality by Design (QbD)
approach [5]. This will lead to a well-understood process to
the extent that the monitored variables and the quality are
guaranteed by the process itself. Although plenty of informa-
tion about QbD and its application is already available, QbD
is still far from being implemented as the new state of the art,
in particular for upstream bioprocess operations [6], due to the
lack of appropriate monitoring tools.

1.3 Advanced on-line sensor systems
and soft sensors
Progress has been seen regarding on-line monitoring tools
for the PAT concept, not only for microbial but also for
mammalian cell cultures. Many optical sensor systems using
different spectroscopic techniques are currently used in
the industry [7]. For instance, simple in situ microscopic
techniques are already in use [8], as well as more advanced
Raman spectroscopy [9] or infrared spectroscopy [10]

PRACTICAL APPLICATION
We propose a workflow to establish a soft sensor
with an exceptional generalization capacity and wide
applicability. The presented soft sensor is able to
accurately estimate biomass concentrations on-line.
Therefore, no analytical time delay occurs. This is
of great interest to manufacturers, for monitoring
and controlling their processes. For example, using
this soft sensor, the induction could be always initi-
ated at a defined biomass concentration. Moreover,
the described modeling algorithm lists the predic-
tive importance of all possible model parameters,
enabling process understanding under the QbD con-
cept. Furthermore, the soft sensor performance was
tested by applying it to fermentations with different
parameter settings as used for the design space char-
acterization (up to three altered parameters). Despite
the new fermentation settings, accurate estimations
were obtained, which demonstrates the ability of the
soft sensor to monitor the biomass concentration of
different processes in real time.

techniques. Fluorescence spectroscopy techniques are also
associated with the group of advanced sensors. Fluorescence
spectroscopy is based on determining the specific excitation
and emission wavelengths of a compound in order to identify
it qualitatively and quantitatively, in the range of the measured
2D-fluorescence spectrum [11,12]. This sensor type, together
with other spectroscopic methods, is suitable for on-line
applications, since continuous, non-invasive, and nonde-
structive measurements are possible and no sample needs to
be drawn, thereby eliminating the risk of contamination. In
addition, the determination of various compounds within a
single measurement renders these techniques fast and robust,
as well as cost-efficient. 2D-fluorescence spectroscopy is
very sensitive and allows fluorescing molecules to be moni-
tored inside and outside the cell. This technique has already
been used to monitor microbial cultures and has been shown
to reveal information about the physiological status of the
cells [13].

Changes in the on-line signals, (e.g., fluorescence) can
be used for chemometric modeling, to build so-called soft
sensors for estimating various bioprocess quality attributes
or variables of interest in real time. In particular, multivariate
data analysis (MVDA) is used to investigate the correlations
between on-line and off-line measurements. With the help
of machine learning methods, these on-line signals can be
translated into the corresponding off-line variables [14].
Hence, it is possible to estimate and monitor specific com-
plex variables via unspecific on-line signals in real time and



28 BAYER ET AL.

moreover, to estimate non-fluorescent substances via their
stoichiometric relationship to fluorescent compounds within
the process [15].

1.4 Multivariate data analysis and regression
models
Unsupervised methods for exploratory data analysis, for
example, parallel factor analysis (PARAFAC) [16] or princi-
pal component analysis (PCA) [17], are applied to gain deeper
knowledge and to reveal information hidden within the data.
In this way, important chemical compounds can be identi-
fied and further insights into the physiology of the cell can
be obtained. An effective way of extracting information from
process data and building soft sensors exploiting the hard-
ware sensors used is MVDA [18]. These types of soft sensors
are based on data and do not necessarily need further knowl-
edge or mechanistic understanding. Some frequently applied
machine learning methods make use of partial least squares
regression, but non-linear methods such as random forest, arti-
ficial neural networks and support vector machines are also
in use [19]. A powerful approach that takes strong interac-
tions between variables into account and is also able to model
non-linearities, is the multivariate adaptive regression spline
(MARS). Due to its dynamic adaptability in selecting sub-
sets of local variables, this algorithm can be seen as an ideal
candidate for process modeling. The MARS algorithm has
not been used for soft sensor-building in upstream processes
to date. MARS is considered as an extension of linear mod-
els and is well suited to dealing with high dimensional input
data [20].

Data preprocessing should also be taken into considera-
tion before model-building, in order to develop a more robust
model, for example, by using the z-score, that is, autoscal-
ing [21]. This enables more accurate comparability between
different processes by contemplating only the change over
time instead of the quantity of the measured units [22]. The
common way to validate the developed model is to apply the
model to an independent test set, also referred to as an external
validation set, which has not been used for model training.

This work presents a new soft sensor based on 2D-
fluorescence data and other on-line process data. MARS was
used for model-building, due to its simplicity compared to
other algorithms that can deal with a large number of input
variables, multi-collinearity and non-linearity. The soft sensor
performance for on-line monitoring of the biomass is assessed
for the 27 distinct experiments of a complete DoE study,
as well as for two DoE-independent test runs. Exploratory
data analysis was performed to gain insight into the data
and to investigate the fluorescence spectra. The important
wavelengths for biomass sensing and the potential under-
lying chemical compounds accounting for cell metabolism,

were identified and described in detail using PCA and
PARAFAC.

2 MATERIALS AND METHODS

2.1 Process conditions
E. coli (HMS174 (DE3)) was cultivated in fed-batch fermen-
tations at a 20-L scale, expressing recombinant human Cu/Zn
superoxide dismutase. All details of the bacterial strain, plas-
mid, cultivation, induction conditions, and on-line and off-
line monitoring, have already been described elsewhere [23,
24]. The impact of three CPPs on the process performance
using DoE, was studied. These were temperature (30, 34, and
37◦C), the induction ratio (0.2, 0.5, and 0.9 µmol IPTG/g cell
dry mass) and the specific growth rate (SGR) (0.10, 0.15, and
0.20 hours (h)−1). The SGR was held constant by an expo-
nential substrate feed. All corresponding reactor volumes of
the fed-batch fermentations are provided in Supporting Infor-
mation Figure S1. This resulted in a 3-D design space with
27 CPP combinations. This design extends the space investi-
gated in the earlier study.

2.2 Data set
The data set consisted of 33 fermentations, with 27 experi-
ments from the DoE study, together with two duplicates and
one quintuplicate. Furthermore, two differing CPP settings,
still located in the investigated space, were used as a test
set. All CPP settings within the design space are listed in
Supporting Information Table S1. The biomass (target vari-
able) was measured once prior to the induction and there-
after at hourly intervals, via thermogravimetric analysis. The
five variables available on-line (accumulated feed in grams,
base in grams, inductor in µmol, temperature in◦C and inlet
air in standard liters per minute), as well as the 120 excita-
tion/emission (ex/em) wavelength pairs measured by a 2D-
fluorescence probe (BioView®, Delta Light & Optics, Den-
mark), were utilized as input data for model-building. The
inlet air and the stirrer speed (not used for model-building),
were used to keep the dissolved oxygen set point at 30%
during the fermentations. The 2D-fluorescence probe mea-
sured the cultivation broth ranging from ex270/em310 up to
ex550/em590, in 20-nm steps.

Exploratory data analysis and soft sensor development
were performed using MATLAB (2016b, MathWorks, USA),
together with the three freely available packages ARES-
Lab [25], N-way [26], and drEEM [27]. A graphical overview
of the complete development process for the soft sensor, from
the data gathering stage to until the final model, is provided
in Supporting Information Figure S2.
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2.3 Data preprocessing
2.3.1 Standardization of the fluorescence data
To take the change in the measured spectra into account,
rather than the absolute quantity, the 120 ex/em pairs were
standardized along the time domain. This was done for each
observation prior to modeling using the MATLAB function
zscore.

2.3.2 Time alignment
The on-line data set used for training (values available every
3 min), consisted of 125 variables and 11126 observations and
was time-aligned to the respective sampling points of the sin-
gle target variable (values available every hour), consisting of
690 observations (12 to 25 per fermentation).

2.4 Exploratory data analysis of the
fluorescence data using PCA and PARAFAC
PCA and PARAFAC, as described by Bro [28], were used
on the complete fluorescence data set to gain more specific
insights into the data and the underlying structures. First,
a PCA was performed on the fluorescence data, to unveil
the latent structures that explain most of the variance in the
data. To determine the location of the underlying fluorescent
compounds in the spectrum, PARAFAC was also applied.
PARAFAC, unlike PCA, decomposes the fluorescence matri-
ces not only into scores and loadings but also into a third
dimension, resulting in three different modes. In the case of
the fluorescence data, the first mode represents the sample and
is directly proportional to its concentration. The second mode
represents the excitation and the third mode represents the
emission wavelength of the respective analyte. By joining the
second and third modes, the location of the respective factor in
the 2D-fluorescence spectrum is displayed. Thus, PARAFAC
overcomes the rotational freedom of PCA, making it a better
choice for the analysis of fluorescence spectra.

2.5 Model development
For model training, all fermentations were used. In total,
three different models were developed: one using the five
available on-line process variables mentioned above, one
with only the fluorescence data, and one with both types of
data merged. The best input to the model with respect to
accurate biomass estimation for internal validation, was used
as the final model. The established single-response models
were based on the MARS algorithm. This algorithm is well
suited to regression modeling of high-dimensional data. It is
flexible and based on the expansion of spline basis functions
as described by [29]. The model-building comprises two
phases, the forward selection followed by the backward
deletion of input variables. Detailed information about the

MARS algorithm, the workflow for building the MARS
model, the basic functions included in the final model and
exemplary trajectories of the used inputs, are provided in the
Supporting Information Figure S3.

2.5.1 Relative input variable importance
The importance of the input variables (VIP) was assessed for
subsequent use. The VIP is defined by the square root of the
generalized cross-validation of the MARS model excluding
that variable (still including all basis functions), minus the
square root of the corresponding full MARS model’s gener-
alized cross-validation. For ease of interpretation, all relative
VIPs were scaled in such a way that the most important vari-
able possessed a value of 100.

2.5.2 Model performance criteria
To guarantee that the developed models possess optimal gen-
eralization capabilities, various performance criteria were
considered. To validate the models, the root mean squared
error (RMSE) (Eq. (1)) and the percentage model error
(Eq. (2)) were computed, together with the number of obser-
vations (N), the respective value of the biomass concentration
(y),the index (i = 1:N) and its estimated counterpart (ŷ).

𝑅𝑀𝑆𝐸 =
√

1
𝑁

∗
∑(

𝑦(𝑖) − 𝑦̂(𝑖)
)2

(1)

𝐸𝑟𝑟𝑜𝑟 [%] = 100
𝑁

∗
∑ |||𝑦(𝑖) − 𝑦̂(𝑖)

|||
𝑦(𝑖)

(2)

The SD in Eq. (3) was calculated using the measured value
(y), the mean value (ymean) and the number of observations
(N) for each time point (t).

𝑆 𝐷(𝑡) =
√

1
𝑁

∗
∑(

𝑦(𝑡) − 𝑦mean(𝑡)

)2
(3)

The confidence band is provided by calculating the upper
and lower 95% confidence interval (CI) in Eq. (4) for each
value (y) and the respective SD for each time point (t).

95 % 𝐶 𝐼(𝑡) = 𝑦(𝑡) ± 1.96 × 𝑆𝐷(𝑡) (4)

2.5.3 Model validation
Two internal validations were performed. The five-fold cross-
validation (5x-CV) in which a random 20% of the data
were not considered for the model-building, was used to
test the performance. This procedure was repeated four more
times until every observation was used for model validation.
The second validation used the leave-one-batch-out cross-
validation (LoBo-CV) method. For the LoBo-CV, there was
always a complete fermentation that was not considered for
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F I G U R E 1 Experimental biomass results of the investigated design space. (A) DoE for the three factors (red), and test fermentations (green).

(B–D): Biomass trends as a function of the SGR for slow (B), medium (C) and fast (D) growth. The induction ratios are presented with different

symbols, that is, 0.2 (dot), 0.5 (square), and 0.9 (triangle), while the varying temperatures are displayed in different colors (30◦C in blue, 34◦C in

green, and 37◦C in orange)

training, and the model, which was built on all the other
fermentations was validated on this particular fermentation.
Again, this procedure was repeated until each fermentation
had been used once as a validation set. The performance of the
three established models regarding the internal validation was
used as the quality criterion for choosing the best input for the
final model. The final model was applied to a test set (external
validation) to investigate how it performed on new data. The
external validation consisted of the two different fermentation
settings, as described previously, which had not been used for
validation.

3 RESULTS

3.1 Experimental biomass results
Biomass trends of the 27 characterized DoE points
(Figure 1A) are presented, separated into the three SGRs
(µ = 0.10, µ = 0.15, and µ = 0.20) (Figure 1B–D). The
biomass concentration trajectory shows the variation as a
function of each CPP combination, providing an insight into
the challenge presented to the soft sensor. The respective
time points of induction (after one doubling time) and the
feed stop (after four doubling times in total), are given.

A distinctive tendency towards higher biomass concentra-
tions is visibly associated with lower induction and lower

temperature settings, which were uniform for all SGR set-
tings. For µ = 0.10, the maximum difference between the set-
tings is 15.5 g/L (Figure 1B, ranging from 17.7 to 33.2 g/L).
An increase in temperature or induction subsequently causes
lower biomass concentrations over the whole fermentation.
This effect is diminished by increasing the SGR. For µ = 0.15,
the maximum difference is 12.7 g/L (Figure 1C, 21.6 to
34.3 g/L) and for µ = 0.20 it is only 10.5 g/L (Figure 1D,
24 to 34.5 g/L). The CPP combinations for the test set were
also located in regions where high impacts on the biomass are
reported. Therefore, it can be assumed that they will be quite
challenging for the soft sensor to estimate, producing a suit-
able quality criterion for external validation.

3.2 Exploratory data analysis of the
2D-fluorescence spectra
To gain deeper process understanding, unsupervised learn-
ing was performed, and the measured data derived from the
advanced on-line probe were inspected. A PCA of the 2D-
fluorescence data set revealed that three to four principal com-
ponents (PC) describe almost all of the variance in the data.
These are PC 1 (58.1%), PC 2 (30.8%), PC 3 (5.8%), and
PC 4 (3.4%), as shown in Figure 2A. To determine the ex/em
pairs that are accountable for the changes in the spectrum,
PARAFAC was performed on the fluorescence data. Two
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F I G U R E 2 Results of the exploratory data analysis of the 2D-fluorescence spectra. (A) Variance explained by principal components for the

fluorescence spectra. (B) The location of the compounds ex450/em530 (factor 1) and ex370/em470 (factor 2) determined using PARAFAC in the

2D-fluorescence matrix. The fluorescence-free area and the color scale representing the intensity from dark blue (lowest value) to red (highest value),

are shown. (C) Scatter plot of the scores for PC 1 versus PC 2 for all CPP combinations carried out at an induction ratio of 0.9. The direction (black

arrow) and the different CPP settings (color scale) are indicated

main factors were identified in the 2D-fluorescence spectrum,
as shown in Figure 2B, namely, ex450/em530 (factor 1) and
ex370/em470 (factor 2). These factors correspond to under-
lying fluorescent chemical compounds inside the cell and the
broth, which provide additional insight for soft sensor build-
ing. In the previous findings, it was shown that processes pos-
sess the highest variance with respect to biomass trends and
endpoint values at an induction ratio of 0.9 (Figure 1). Thus,
the PCA scores (PC 1 versus PC 2) for the nine CPP combina-
tions carried out at this ratio are presented in Figure 2C. The
different shapes represent different progressions in the fluo-
rescence spectra, caused by the respective CPP combinations.
For PC 1, no major difference was found between the fermen-
tations. All scores followed the same course, while the second
PC displayed two score groups with contrary trends. All set-
tings at µ = 0.10 displayed unique trajectories (black, orange
and turquoise). The courses of the red (30◦C and µ = 0.15)
and green (30◦C and µ = 0.20) trajectories follow the shape
of the turquoise one to some extent, but not markedly. It is
not surprising that the scores of the blue (34◦C and µ = 0.15)
and brown (37◦C and µ = 0.20) CPP settings are almost iden-
tical, since their biomass trends and endpoints (endpoints at
25.2 and 24.0 g/L) are also very similar. Shapes also matching
these two are observed for the pink (34◦C and µ = 0.20) and

grey (37◦C and µ = 0.15) scores. Due to comparable process
behaviors with respect to the biomass trajectory, similar PCA
trends are indicated and their locations in the score plot con-
firmed these findings. The pink trend (endpoint at 29.3 g/L)
is located above the identical blue and brown trends, while
the grey trend (endpoint at 21.6 g/L) is below them. This also
reflects the biomass concentrations. It can be concluded that
different CPP settings lead to varying 2D-fluorescence spec-
tra. By decomposing and investigating these spectra, conclu-
sions about their progress can be made. All these findings
strongly suggest that valuable process information is present
in the 2D-fluorescence data.

3.3 Comparison of the input variables for soft
sensor development
Subsequently, after the exploratory data analysis of the on-
line data, the optimal data set for model-building was tested
using three different types of input. The performances of soft
sensors using only process data, using only 2D-fluorescence
data and using merged input data (both types) were consid-
ered. For the decision-making, the best performance with
LoBo-CV (internal validation) was investigated and presented
(Figure 3). Four fermentations from the investigated space
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F I G U R E 3 Performance comparison for the different inputs to the model. The biomass trends of four fermentations, the respective time point

of induction and the feed stop are shown. (A) 30◦C, µ = 0.10 and induction ratio = 0.5; (B) 37◦C, µ = 0.20 and induction ratio = 0.9; (C) 34◦C,

µ = 0.10 and induction ratio = 0.9; (D) 37◦C, µ = 0.10 and induction ratio = 0.9. The estimations of the established models using the three different

inputs (process data (grey), 2D-fluorescence data (orange) and merged data (blue)) applied to the LoBo-CV, are shown

T A B L E 1 Performance results of the developed models with respect to R2 and RMSE (both rounded to two decimal places), indicated as

concentrations, and the percentage error (rounded to one decimal place), are presented. The different inputs for building the model are indicated. The

results for the external validation (test sets #1 and #2) are only given for the final model (using merged data)

R2 RMSE (g/L) Error (%)
Process data/
fluorescence/merged

Process data/
fluorescence/merged

Process data/
fluorescence/merged

Training 0.97 / 0.99 / 0.99 1.15 / 0.74 / 0.45 5.7 / 3.7 / 2.2

5x-CV 0.97 / 0.97 / 0.99 1.28 / 1.20 / 0.58 6.3 / 5.9 / 2.9

LoBo-CV 0.96 / 0.92 / 0.98 1.42 / 2.04 / 0.99 7.0 / 10.0 / 4.9

Test #1 - / - / 0.66 - / - / 2.62 - / - / 13.8

Test #2 - / - / 0.98 - / - / 0.69 - / - / 3.8

and the respective model performances are shown. To allow
for meaningful comparison and statements, different biomass
trends are presented. Two fermentations with consistently
increasing concentrations (Figure 3A and B), one reaching a
plateau (Figure 3C) and one with a decreasing concentration
(Figure 3D), were chosen. The performance criteria (R2,
RMSE, and the percentage error) for the three established
models, are provided in Table 1. The estimation of the soft
sensor using solely process data (grey) always, without excep-
tion, underestimates or overestimates the measured values,
with an RMSE of 1.42 g/L (7%). Using 2D-fluorescence data
(orange) as input to the model led to visually more reliable
models, even though the RMSE was higher, reaching 2.04 g/L
(10.0%). This occurs due to peaks and fluctuations in the

estimations, which are not observed for the model developed
using the process data. Only the established soft sensor using
both kinds of data (blue) can accurately estimate every trend,
resulting in an RMSE of 0.99 g/L (4.9%). This demonstrates
that both data sets possess relevant and complementary infor-
mation for building a robust model and further highlights the
importance and advantage of this advanced sensor type.

3.4 Soft sensor performance of the final
model
Based on the results shown in Figure 3, the soft sensor devel-
oped using the merged data set was chosen as the final model.
To evaluate the quality of the established soft sensor, its
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F I G U R E 4 Performance of the final model on the external validation data set. (A–B) The biomass trends for the first (A) and the second (B)

test set ± SD including the 95% CI and the estimation from the developed soft sensor, are presented. (C) Scatter plot of the model performances on

the 5x-CV (red dots), the LoBo-CV (blue squares) and the two test fermentations (yellow and green dots), are shown. (D) The VIP of the process

(grey) and 2D-fluorescence data (orange) derived from the MARS algorithm

performance on the test set, consisting of two fermentations
with (partly) different CPP settings, was considered, that is,
external validation was performed. The model’s estimation
of biomass concentration for the test fermentation, which was
executed using three different CPP settings, shows an over-
estimation after the first half of the process (Figure 4A) with
respect to the off-line measured concentrations. Although the
general shape of the trajectory is reproduced, the endpoint
is still overestimated at 27 g/L, rather than the analytically
measured 24.7 g/L. The estimation of the process with only
one different CPP is able to follow the off-line trend and
results in a more satisfying endpoint value of 22.7 g/L, rather
than 20.9 g/L (Figure 4B). The higher deviation from the
measured values for the first test process is also visible in the
scatter plot (Figure 4C), while the results for the second pro-
cess are located within the error magnitude of the two internal
cross-validations. Since the training error is negligibly small,
at 0.45 g/L (2.2%), these results are not displayed in the
scatter plot, for greater clarity. The remaining variance in the
test sets might result from a factor that is not considered in the
model input or from a function of included factors interpreted
in an insufficient way by the model. To evaluate which
input variables are important for the estimation, the VIP was
determined for the five process parameters as well as for the
120 ex/em pairs. As shown in Figure 4D, only a few inputs
are important for building the model. These were therefore

retained in the backward deletion phase of model-building
and included in the algorithm. The list of all variables with
VIP scores above zero, in descending order, is presented in
Supporting Information Table S2. The highest importance
for the process parameters was given to the accumulated feed
(scoring the maximum value of 100) and the accumulated
inductor (scoring 2.8). For the 2D-fluorescence data, only
19 of the 120 available variables were taken into account in
model-building. The chosen variables are mostly collinear,
due to the fact that they are neighbors (ex/em ± 20 nm). These
collinear ex/em pairs do not carry extra information but are
still included in the model for noise reduction and enhanced
robustness. This finally results in only two important ex/em
pairs, namely, ex450/em530 (scoring 2.9) and ex370/em470
(scoring 4). These are identical to the two ex/em pairs deter-
mined via PARAFAC. The final model performance with
respect to the RMSE of the 5x-CV is fairly small, at 0.58 g/L
(2.9%), and the LoBo-CV also displays good accuracy with
an RMSE of 0.99 g/L (4.9%). The results for the external val-
idation show an RMSE score of 2.62 g/L (13.8%) with three
altered CPPs and 0.69 g/L (3.8%) with one altered CPP, high-
lighting the estimation qualities of the established soft sensor.
This is in good accordance with the off-line measurement
used as the reference, where an SD of 3.41% was observed.
The performance of the final model on the test set is presented
in Table 1.
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4 DISCUSSION

The impact of the CPP settings on the biomass is shown in
Figure 1. The different concentrations and endpoints result
from diverse metabolic burdens, for example, recombinant
protein production, stressing the cells. With slow SGR set-
tings, more resources are available for protein synthesis.
When the SGR increases, cells focus more on their own
growth and neglect protein production. As a result, fewer
product is present and stress levels are lower. This results in
higher biomass concentrations, even though the other CPP
settings, except the SGR, stay the same. The product for-
mation, metabolism and cellular stress levels also increase
with higher temperature settings, again leading to decreased
biomass values. The maximum impact is seen when consid-
ering the opposing corners of the investigated design space,
resulting in more than 50% difference, at 16.3 and 34.5 g/L.

The insights into the fluorescence data via PCA and
PARAFAC (Figure 2) strongly support the assumption that,
in fact, it is possible to monitor intracellular fluorescent sub-
strates, especially the ex/em wavelengths of the two chem-
ical compounds identified via PARAFAC are similar to
those from flavins (riboflavin, flavin mononucleotide and
flavin adenine dinucleotide) for factor 1 [30] and nicoti-
namide adenine dinucleotide phosphate for factor 2 [31].
These molecules are directly linked to cell physiology and
important metabolic pathways. Flavins are overproduced dur-
ing exponential growth and act as electron carriers [32]. Simi-
larly, nicotinamide adenine dinucleotide phosphate is a major
component of the electron transfer chain [33]. It is conceiv-
able that different DoE settings result in diverse concentra-
tions and consumption rates. Since metabolic activities are
temperature-dependent, it is indicated that these changes and
deviations in cell physiology caused by different CPP combi-
nations are measured by the 2D-fluorescence probe. This is
also hinted at by the two observable score groups of PC 2.
They are caused by two different observed ex/em wavelength
clusters in the loadings of PC 2. One group contained a clus-
ter with wavelengths ex450/em510-550 and the second group
contained a cluster with wavelengths ex510-530/em550-590.
These show different trends over the fermentation and cause
the opposing trend in the PCA score plot. However, more
investigation into the cell is required in the future, for exam-
ple, taking cell lysis into account or deliberately provoking
metabolic shifts and measuring the response in the fluores-
cence spectra.

In addition, the added value and advantage of using a 2D-
fluorescence probe for on-line biomass estimation is demon-
strated across CPP settings, and also for fermentations with
altered CPP settings. With the process data alone, only dis-
crete and accumulating/rising values are introduced into the
model. Thus, fermentations with steady or decreasing con-
centrations are especially difficult to estimate, as previously

shown (Figure 3). Using 2D-fluorescence in addition allowed
the cell physiology and metabolism to be examined and the
potential underlying chemical compounds to be identified.

The test fermentation with three altered process settings
(Figure 4A) led to completely new metabolic patterns for
which the MARS model was not trained, and therefore
resulted in a high residual value. To overcome these bound-
aries, other CPP levels could be considered and additional
sensors could be utilized. However, these approaches would
need to be accompanied by several additional experiments.
To avoid this time-consuming step most simply, a mechanis-
tic part (white box) can be taken into account to describe this
missing term. This exploitation of both model advantages is
called hybrid modeling, and has already been reported else-
where [34]. Potentially, with this added value, more challeng-
ing processes can also be monitored on-line in the future,
such as the so-called intensified DoE. Hence, through intra-
experimental set-point changes, the dynamics of the specified
design space can be captured [35].

MARS proved to be a suitable algorithm for soft sensor
development (Figure 4). Its characteristics, for example, its
ability to handle nonlinearity and multicollinearity, make it
an ideal candidate for working with this complex input data
and creating meaningful models. Its VIP also determined the
importance of two particular ex/em pairs for accurate biomass
estimation. Moreover, these were identical to the factors iden-
tified by PARAFAC. As discussed above, these wavelengths
probably represent chemical compounds that are representa-
tive of the current biomass state. It is comprehensible that
the highest VIP for biomass estimation is possessed by the
amount of added feed medium (controlling the SGR). How-
ever, the two ex/em variables seem to be responsible for
fine-tuning the precise biomass estimation by the soft sen-
sor, taking the various metabolic burdens into account. This
enables precise on-line monitoring of the biomass with real-
time availability of the current value, which can be exploited
in the QbD concept. All these findings demonstrate that the
established soft sensor is a valuable PAT tool.

The study did not contain experiments using animals or
human subjects.
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Supporting Information 

 

All the critical process parameter settings, presented in the Materials & Methods section of the main 

manuscript (2.2), investigated in the design space for model building and internal validation, as well as 

the settings for the external validation (test sets), are presented in Table S1. 

Table S1. All investigated CPP combinations of the design space, namely, specific growth rate, induction strength and 

cultivation temperature (each with three levels) used as training are listed as well as the settings for the test set. If more than 

one fermentation was performed, the number of repetitions is indicated. 

CPP setting 

 

temperature 

[°C] 

specific growth rate 

[h-1] 

induction ratio 

[µmol IPTG/g cell dry mass] 

1 30 0.1 0.2 

2 30 0.15 0.2 

3 30 0.2 0.2 

4 34 0.1 0.2 

5 34 0.15 0.2 

6 34 0.2 0.2 

7 37 0.1 0.2 

8 37 0.15 0.2 

9 37 0.2 0.2 

10 (N = 2) 30 0.1 0.5 

11 30 0.15 0.5 

12 (N = 2) 30 0.2 0.5 

13 34 0.1 0.5 

14 34 0.15 0.5 

15 34 0.2 0.5 

16 37 0.1 0.5 

17 37 0.15 0.5 

18 37 0.2 0.5 

19 30 0.1 0.9 

20 30 0.15 0.9 

21 30 0.2 0.9 

22 34 0.1 0.9 

23 34 0.15 0.9 

24 34 0.2 0.9 

25 (N = 5) 37 0.1 0.9 

26 37 0.15 0.9 

27 37 0.2 0.9 

28 (test set #1) 35 0.13 0.75 

29 (test set #2) 37 0.17 0.9 
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The relative importance of each input variable for the multivariate adaptive regression spline 

model-building, presented in the Results section of the main manuscript (3.4) in Fig. 4D, is listed in 

descending order in Table S2. Only variables that were used for building the final model are listed, i.e., 

scoring a VIP above zero. 

 

Table S2. List of all VIP scores (above zero) of the final model in descending order. 

rank input variable VIP score 

1 accumulated feed 100.0 

2 ex370/em470 4.0 

3 ex450/em530 2.9 

4 accumulated inductor 2.8 

5 ex350/em470 2.6 

6 ex370/em410 2.2 

7 ex270/em370 2.2 

8 ex450/em550 2.0 

9 ex390/em570 1.7 

10 ex470/em510 1.5 

11 ex290/em450 1.3 

12 ex490/em550 1.3 

13 ex350/em550 1.2 

14 ex370/em490 1.2 

15 ex350/em450 1.1 

16 ex350/em490 1.0 

17 ex430/em510 0.8 

18 accumulated base 0.8 

19 ex290/em550 0.8 

20 ex390/em550 0.6 

21 ex410/em510 0.6 

22 temperature 0.4 

23 ex370/em510 0.1 
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The reactor volumes of the presented E. coli fed-batch cultivations in the Materials & Methods section 

of the main manuscript (2.1) utilizing an exponential feeding rate profile are presented (Fig. S1). The 

batch medium was calculated to produce 22.5 g biomass. This value was used as specific growth rate 

setpoint to calculate the exponential feeding strategy to constantly provide the respective set specific 

growth rate during the whole feeding phase. Volume differences are observable due to batch-to-batch 

variations and different base consumption patterns due to the varying critical process parameter 

combinations. 

 

 
Figure S1. Reactor volumes of all DoE fed-batch fermentations applying an exponential feeding strategy. The reactor volumes 

as a function of the SGR, slow (dark red), medium (cyan) and fast (dark green), are shown for every CPP setting of the DoE 

study. The time of the respective feed stop (14, 18.5 and 28 h) is indicated (dashed grey lines). Test set #1 (orange) and test 

set#2 (blue) are displayed, without the respective feed stops (21.5 and 16 h). 
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The applied workflow of the soft sensor development, using MATLAB 2016b and additionally the 

freely available toolbox packages, described in the Materials & Methods section of the main manuscript 

(2.2), is presented in the simplified form of a graphical overview (Fig. S2). 

 

 
Figure S2. The schematic stepwise workflow of the model development. 
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The MARS algorithm used for building the soft sensor is considered as a flexible tool for regression 

modeling. Its strengths, compared to other algorithms used for regression modeling, are higher 

flexibility to capture relationships and interactions between input variables. This makes it an ideal 

candidate for handling high dimensional data with additive and (multi)collinearity characteristics, as it 

is the case for the 2D-fluorescence data. This dynamic adaptability is enabled by the selection of a 

subset of local variables. These are depending on distinctive conditions to fit the target value. 

In general, the MARS algorithm can be seen as a specialization of a general multivariate regression and 

an expansion to spline basis functions, in which the number of basis functions is automatically limited 

by the number of inputs. The MARS algorithm builds hierarchical models in a two-step procedure; 

forward and backward. Starting with a set of basis functions, by stepwise selection a subset of these is 

chosen, which are suitable for modeling the target variable. 

 

In the first phase (forward selection procedure), the model comprises only the intercept term and more 

basis functions are added iteratively to consecutively reduce the training error. This phase is executed 

until any of the conditions to stop are met, e.g., the number of coefficients equals the number of 

observations, new basis functions do not change the R2 above the set threshold or the R2 reached 1. The 

result of the forward phase is a large model overfitting the data. This general structure of the main model 

is given in Eq. 1. The estimated value (ŷ) of the model, the intercept (b), a basis function (BF) and its 

respective covariate vector (v) for the number of used functions (i) is given. 

ŷ = 𝑏 + 𝑣(1) ∗ 𝐵𝐹(1)+. . . +𝑣(𝑖) ∗ 𝐵𝐹(𝑖)     (1) 

Each truncated cubic basis function comprises one of the input variables and three respective knot 

locations (a central knot, a lower and an upper side knot) to handle the local conditions. After 

completing the first phase, the, in this study, developed overfitting model comprised 65 of these basis 

functions. 

 

To optimize the established overfitting model, the second phase (backward deletion procedure) is 

executed to simplify and generalize the model. This is done by stepwise deleting the least important 

basis function (smallest reduction of the training error) until the model again only consists of the 
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intercept term. For every reduced model, the generalized cross-validation (GCV) is determined (Eq. 2). 

The reduced model for which the lowest GCV, with optimal performance on validation data, is obtained, 

is selected as the final model. The GCV is calculated using the models mean squared error (MSEtrain), 

the number of observations (N) and the effective number of parameters (n_p) in the model. 

𝐺𝐶𝑉 = 𝑀𝑆𝐸𝑡𝑟𝑎𝑖𝑛/ (1 −
𝑛_𝑝

𝑁
)
2
     (2) 

The number of initially used input variables was reduced from 125 to 23 (Table S2), which were applied 

in the basis functions. The number of basis functions remaining in the final model is pruned to 42, 

including the intercept term. The number of final basis functions exceeds the number of finally used 

input variables, which means that some input variables were assigned multiple times to the remaining 

basis functions. The obtained final model was applied to the test set fermentations (external validation) 

to demonstrate its performance on new data, which had not been used for validation. 
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The input variables used in the final MARS model (see Table S2) are shown in Fig. S3. The fed-batch 

fermentation performed at CPP setting 25 (see Table S1) is shown as an example to demonstrate their 

respective trajectory during the fed-batch fermentation. The on-line available process variables in 

Fig. S3A present an exponential (feed, base and inductor, according to the feeding profile) or constant 

(temperature, setpoint at 37°C) trend. Otherwise the ex/em wavelength pairs in Fig. S3B consist of 

diverse shapes, e.g., (multi)collinear, nonlinear and constant trends. For an easier comparison and a 

simplified visual inspection of the 2D-fluorescence data, each ex/em wavelength pair was scaled from 

zero to one. The two ex/em wavelength pairs identified by PARAFAC and MARS are highlighted. 

 
Figure S3. Trajectories of the input variables over the whole fed-batch fermentation at CPP setting 25. A: The on-line available 

process variables used as input to the MARS model, namely, the feed (dark red), base (green), inductor (blue) and temperature 

(orange), are displayed. B: The 19 ex/em wavelength pairs used as input to the MARS model are displayed. Each ex/em 

wavelength pair was scaled from zero to one. The two ex/em wavelength pairs, identified both by PARAFAC and MARS, are 

highlighted (ex370/em470 in blue and ex450/em530 in red). 
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statistical design of experiments (DoE) in combination with response surface
models (RSMs) are used, neglecting the process trajectories and dynamics.
Generating process understanding with time-resolved, dynamic process
models allows to understand the impact of temporal deviations, production
dynamics, and provides a better understanding of the process variations that
stem from the biological subsystem. The authors propose to use DoE studies
in combination with hybrid modeling for process characterization. This
approach is showcased on Escherichia coli fed-batch cultivations at the 20L
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1. Introduction

1.1. Quality by Design and Process Charac-
terization

The U.S. Food and Drug Administration
(FDA) proposed the process analytical tech-
nology (PAT) guidelines in 2004[1] to fos-
ter the application of science and risk-based
technologies in the biopharmaceutical in-
dustry. Answering to the guidelines, indus-
try adopts more and more a Quality by De-
sign (QbD) paradigm to gain deeper process
insights and to counteract batch-to-batch
variability (e.g., fluctuations in the culti-
vation temperature and temporary pump
malfunctions).[2] At the beginning of QbD
implementation, a technical risk assess-
ment is used to identify critical quality at-
tributes (CQA) of the respective product
and thereupon the critical process param-
eters (CPP) that might affect the CQAs.[3]

Once the CPPs are known, process charac-
terization studies are performed to assess
and understand their impact on the CQAs.
These characterization studies nowadays
mostly adopt a combination of statistical

design of experiments (DoE) with response surface
modeling (RSM), in particular for upstream bioprocess
characterization.[4–6]

1.2. Design of Experiments

The basic purpose of DoEs is to systematically investigate the re-
lationship between defined CPPs (input factors) and the process
response of interest, for example, the final product concentration.
Different levels of each CPP (e.g., different pH set points or cul-
tivation temperatures) are typically examined to have a better un-
derstanding of the respective impacts.[7] The multidimensional
combination of the identified and chosen CPPs, each with a se-
lected number of investigated levels, set up the space to be inves-
tigated. Herein, the space in which the desired product quality
is achieved is referred to as the design space.[8] Depending on
the specific aim of the study different designs can be applied, by
performing cultivations in this space, characterizing it, and gain-
ing process knowledge, for example, an initial screening design,
investigating only the corners of the design space, or a full fac-
torial design for process characterization and optimization. For
the first use, many reduced designs can be applied, for example,
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definite screening, fractional factorial or Box-Behnken designs to
name a few. All of these designs require a different number of ex-
periments and generate different amounts of information.[9] As
a result, the area of interest can be identified in which the origi-
nal DoE can be extended to derive robust process settings and to
describe their aftermath.[10] However, to completely characterize
this space, the number of experiments suggested by DoEs can
easily exceed a feasible number of experiments, if too many fac-
tors or levels are chosen or the experiment’s inherent complexity
is very high. This is typically accompanied by long durations of
the studies and tremendous expenses.[11]

1.3. Response Surface Modeling

In process development and optimization settings, typically RSM
are adopted to analyze the generated analytical results,[12] for ex-
ample, using one out of the many available statistical software
tools. Most often solely the impact of the factors on the endpoints
of the processes is investigated.[13,14] This only leads to a snap-
shot of the end of the process, since the rest of the process is
neglected, which can lead to significantly different conclusions
than if the complete process profile would be considered. For in-
stance, RSM are utilized to investigate the relationship between
the CPPs and one or more process variables of interest, for ex-
ample, the biomass and product titer.[15,16] However, when using
such models for endpoint descriptions, many temporary process
influences are not taken into account. Also, process dynamics are
neglected, wherefore the aftermath of process deviations is not
understood and the impact of changes in the CPPs during the
process cannot be described.[17]

1.4. Process Modeling

More generally, there are two ways of modeling, called paramet-
ric (white box) and non-parametric (black box) modeling.[18] Non-
parametric models refer to purely data-driven approaches, for
which no further process knowledge is needed, the model struc-
ture is inferred from data, for example, artificial neural networks
(ANN). However, once the model is used for predictions out of
the characterized space, it lacks the ability to extrapolate. The
structure[19] of a parametric model is based on knowledge and
empirical considerations and therefore is a more suitable match
for extrapolation. Since this type ofmodel solely assumes amech-
anistic trend, and does not account for empiric observations, the
predictability is also often inaccurate. These parametric models
are rarely used in upstream process development since their de-
velopment is time consuming and laborious.[20,21] Despite their
shortcomings, both approaches are already in use to model and
predict processes.[22–26]

1.5. Hybrid Modeling

Oneway to exploit the advantages of bothmodeling approaches is
called hybrid (semi-parametric) modeling. Hereby, it is possible
to benefit from the positive aspects and make up for the respec-

tive drawbacks.[27] Such a model can either combine the black-
and white-box parts in a parallel or serial structure. The differ-
ence is the order in which the different parts and their respective
weights are taken into account in the overall model. These fea-
tures generally make it a more cost-effective modeling approach
to deal with complex problems[28]; for example, the black box can
be used to estimate the rate expressions used in the white box.[29]

In contrast to simple black-box endpoint models, certain hybrid
model structures are able to describe the entire process and not
only the endpoints. As a result, the behavior and deviations of a
process can be understood and therefore it is possible to under-
stand the impact of changing the CPPs during the process.[30]

1.6. Bridging the Research Gap

Many methods, approaches, and tools were developed since the
start of the PAT initiative, to implement QbD in upstream pro-
cess development, characterization, and optimization.[31] Cur-
rent methods to evaluate the results obtained from DoE, for
example, RSM, solely focus on the endpoint of a process, neglect-
ing the remaining cultivation,missing themajority of the process
information. The main objective of this study was to show how
this gap can be closed in the biopharmaceutical industry by uti-
lizing hybrid modeling, with respect to process understanding
and compared to the performance of themost commonly adopted
techniques.
We utilized experimental data from Escherichia coli fed-batch

cultivations at the 20L scale expressing the recombinant protein
human Cu/Zn superoxide dismutase (hSOD). A space with three
factors, each with three levels, was characterized by performing
fed-batch fermentations at each CPP combination setting, lead-
ing to 27 distinctive DoE conditions. With this generated fed-
batch fermentation data, the best structure and input to the three
modeling approaches were searched. Consecutively, the perfor-
mance of the hybrid model was compared to the widely adopted
RSM methodology and a solely data-driven ANN model.

2. Experimental Section

2.1. Process Conditions

All E. coli (HMS174 (DE3)) fed-batch cultivations were performed
at the 20L scale expressing hSOD. The feed phase was carried
out for four doubling times and induction always took place
after the first doubling time, that is, the product formation
persisted for the remaining three doubling times. Detailed infor-
mation about the media, feed, strain, plasmid, cultivation, induc-
tion conditions, on- and off-line monitoring were already pub-
lished elsewhere.[32,33] The investigated design of these studies
was later extended, resulting in a design space with three CPPs,
each at three levels, that is, 27 CPP combinations in total.[34] The
investigated CPPs comprise the cultivation temperature (30, 34,
and 37 °C), the induction strength (0.2, 0.5, and 0.9 µmol IPTG/g
cell dry mass [CDM]) and the intended specific growth rate (0.10,
0.15, and 0.20 h−1), which was used to compute the feeding rate,
as reported in detail elsewhere.[35]
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2.2. Data Sets

The data set containing the fed-batch fermentations originated
from the previous DoE study and consisted of 31 fermentations,
covered the 27 CPP conditions, together with two duplicates
and one triplicate. The two off-line process variables, namely
the biomass concentration and the soluble product titer, were
measured once prior to the induction and hourly afterward. The
biomass concentration was determined using thermogravimet-
ric analysis,[36] while for the soluble product titer, an ELISA assay
was performed.[37] The on-line available process variables (every
3 minutes) comprised the standard measurements, for example,
temperature, feed balance, inductor balance, base balance, stir-
rer speed, and inlet air. The detailed analytical results for the
biomass and the soluble product titer of the fed-batch fermen-
tations are given in Figure S1, Supporting Information. To esti-
mate the uncertainty of the biomass and titer production process,
we repeated experiments of one particular fermentation condi-
tion seven times. We calculated the errors over all samples and
obtained 3.6% and 7.6% for biomass and titer accuracy, respec-
tively. These values represent the threshold of accuracy a certain
model can obtain.

2.3. Data Preprocessing

2.3.1. Standardization of the On-Line Data

Prior to the time-resolved process modeling, the on-line available
process variables used for the model building were standardized
along with the time domain, using the z score.

2.3.2. Interpolation of the Off-Line Data

The off-line measurements for the biomass concentration were
available every hour, while the measurements for the soluble
product titer were only available every 2 h. For a valid weighted
evaluation, a value for the soluble product titer to each biomass
value was provided by interpolation to the sampling frequency of
the biomass using Hermite polynomials. For this type of interpo-
lation, an initial value and at least four additional values of each
variable (i.e., five in total) to be interpolated have to be provided.

2.4. Process Modeling

The respective fed-batch fermentations used for model building
(train and validation data set) and model testing (test data set) for
the different modeling approaches are described below.

1. Response surfacemodel: all fed-batch fermentations (DoE #1-
27) were used (N = 31).

2. ANN black-box model: 25 fed-batch fermentations (DoE #1,
#3-16, #18-20, and #22 27) for model training and 6 fed-batch
fermentations (DoE #2, #4, #9, #17, #21, and #22) for model
testing were used (N = 25+6).

3. Hybrid model: the same training and test fed-batch fermenta-
tions as for the ANN black-box model were used to allow for
a fair comparison (N = 25 + 6).

The six fed-batch fermentations in the test set were chosen in
a way that one fermentation of each replicate run and three in-
dividual fed-batch fermentations, which were not present in the
training and validation data set were used and that each induc-
tion strength was represented by two fed-batch fermentations.
The complete list of all CPP combination settings and the respec-
tive naming is given in Table S1, Supporting Information.
The black-box model and the hybrid model were developed

in the C# hybrid modeling toolbox (Novasign GmbH, Vienna,
Austria).

2.4.1. Response Surface Model

The RSM of the full factorial DoE, modeling the endpoints, was
generated with MATLAB (2016b, MathWorks, USA) using the
function rstool, taking independent, constant, linear, interaction,
and squared terms into account, to fit the surface and the global
confidence intervals set to 95 %.

2.4.2. Artificial Neural Network Black-Box Model

An ANN, that is, the use of propagating predictions, applying a
Levenberg–Marquardt algorithm was used to describe the con-
centration profiles of biomass and soluble product titer. Herein,
the predicted values were calculated by numerical stepwise in-
tegrating the values from the previously estimated time point,
as elaborated elsewhere.[38] Three input variables were used, the
cultivation temperature (in °C), the cumulative inductor mass (in
kg) and the cumulative feed (in L). The output variables were the
biomass concentration and the soluble product titer. Thesemodel
input variables were chosen due to their assumed significant im-
pact on the soluble product titer.[33] Additionally, these parame-
ters were good candidates to also allow the view on model pre-
dictive control (MPC) as the future perspective, since these were
direct process inputs and their simple controllability. To identify
the most suitable model structure, the number of hidden layers
and neurons was systematically varied and themodel was chosen
for which the best performance in terms of the Akaike informa-
tion criterion (minimal value) was obtained.
A single hidden layer of four neurons proved to be the best

performing structure. Linear transfer functions for the input and
output layers and hyperbolic transfer functions for the hidden
layer were used.

2.4.3. Hybrid Model

A serial hybrid model was developed by complementing the
knowledge-based white-box model with an ANN. Material bal-
ances were adopted to describe the evolution of biomass (Equa-
tion (1)) and product (Equation (2)). Here, the black-box part was
adopted to likewise model the unknown rate expressions, 𝜇 and
vp/x:

dX
dt

= 𝜇 ∗ X − D ∗ X (1)

dP
dt

= vp∕x ∗ X ∗Iy∕n − D ∗ P (2)
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With the biomass concentration (X) in g L−1, the soluble prod-
uct titer (P) in g L−1, the inductor switch (Iy/n), that is, possessing
either the value 0 (no induction) or 1 (induction), and the dilution
factor (D), which contains the feed addition and sampling, both
in liters.

2.4.4. Model Validation

To validate the quality of the established model, an internal vali-
dation was performed. Therefore, the training data set was ran-
domly split, fermentation wise, into a training and validation set
(ratio 0.8). The training partition was used to train the black-box
model and applied on the remaining validation partition. The
training stopped once no further improvement in the model per-
formance for the validation partition was achieved, that is, fur-
ther model training would only lead to overfitting. To provide a
large variety of differentmodels, this partitioning of the fed-batch
fermentations into boots was repeated 40 times, that is, the fed-
batch fermentations used for model building were shuffled and
randomly assigned to either the training or validation partition
40 times. For all establishedmodels the RMSE (Equation (3)) and
the percentage model error (Equation (4)) were calculated with
themeasured value (y), its estimated counterpart (ŷ) for each time
point (t) and the total number of observations (N).

RMSE =
√

1
N

∗
∑(

y(t) − ŷ(t)
)2

(3)

Error [%] = 100
N

∗
∑ ||y(t) − ŷ(t)||

y(t)
(4)

2.4.5. Bootstrapping

For the ANN black-box and the hybrid model, bootstrap ag-
gregation was applied to enhance the robustness and evaluate
its predictive uncertainty.[39] Each bootstrapped model consisted
of six individual models (each derived from a different boot)
to ensure that every fed-batch fermentation was present in the
bootstrap-aggregated model and to guarantee a meaningful eval-
uation. For each bootstrappedmodel, the standard deviation (SD)
(Equation (5)) was calculated with the bootstrapped value of the
prediction (ŷbtstrp) (i.e., the mean value of all used models), the re-
spective predicted counterpart from themodels (ŷmodel), the index
(i = 1:6) and the number of observations for each time point (n).
The SD was used to compute the prediction interval (PI) (Equa-
tion (6)). The respective PIs were derived from the SD of the
incorporated models. These bootstrap-aggregated models were
applied on the test set (external validation), to assess the pre-
dictability of the final models on new data.

SD(t) =
√

1
n − 1

∗
∑(

ŷbtstrp(t) − ŷ model(i)(t)

)2
(5)

PI(t) = ŷbtstrp(t) ± SD(t) (6)

3. Results

3.1. Model Performance Comparison for Process Endpoints

We compared the model performance of the RSM, the black-box
model, and the hybrid model at the process endpoints. The end-
point values of the generated black-box model and the hybrid
model were taken and plotted as surfaces. This allows for a com-
parison to the widely adopted RSM applications, with respect to
the accuracy. The response surfaces were separated by the in-
duction strengths, referred to as induction planes. The three ap-
proaches, a commonly developed RSM using a full quadratic fit-
ting function and the ANN black box as well as the hybrid model,
were compared to the measured endpoint values. One exemplary
induction plane (0.5 µmol IPTG/g CDM) of the biomass con-
centration (Figure 1) and the soluble product titer (Figure 2) is
presented.
The summarized modeling results are listed in Table 1.

Herein, all induction planes are incorporated for the calculations
of the R2, the RMSE, and the percentage error. Even though the
same value is calculated for the RMSE, for example, for the RSM
and the hybrid model, these resulted in different values in the
percentage error. This is due to the relativity in the calculation
method of the percentage error.
An explicit trend toward higher biomass concentrations with

CPP combinations using faster specific growth rates, lower in-
duction strengths, and lower temperatures was observed in all
induction planes. Compared to the experimental response for
the biomass concentration (Figure 1A), the RSM exhibits high
similarity (Figure 1B). The response surface of the black-box
model (Figure 1C) is of limited quality and does not allow for
meaningful comparison, for example, displaying a declining
biomass concentration in the region, where the highest biomass
concentration was observed, accompanied by high SDs. Two
of the replicates in the test set were performed in this induc-
tion plane, respectively, fed-batch fermentation #4 (30 °C and
𝜇 0.10) and #22 (30 °C and 𝜇 0.20). Even though these data
sets were present in the training and the test set, the estima-
tion from the black-box model was error prone indicating poor
fitting performance. In contrast, the hybrid model (Figure 1D)
achieves high comparability to the experimental response and
the RSM, while displaying small SDs. Although RSM gener-
ates insights into the process at the endpoint, by solely consid-
ering this data point, it is not possible to find process optima,
which are not located at the end of the process due to the limited
evaluation.
The modeling of the soluble product titer proved to be more

challenging. The RSM (Figure 2B) captures the overall shape
but is not able to accurately represent the high values of the
experimental response (Figure 2A). The black-box model (Fig-
ure 2C) performed similarly to the RSM. The prediction for
replicate #4 in the test set almost matched the true response,
while the test set replicate #22 was still displayed inaccurately.
The hybrid model (Figure 2D) was able to predict these repli-
cates more accurately and, overall, displayed the highest sim-
ilarity to the experimental response while maintaining small
SDs.
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Figure 1. Response surface predictions of the endpoint values of the biomass concentration. A) The experimental response, B) the full quadratic RSM,
C) the bootstrap-aggregated black-box model, and D) the bootstrap-aggregated hybrid model are displayed as a function of the temperature and the
intended specific growth rate for the induction plane 0.5 µmol IPTG/g CDM. The color indicates the values of the biomass concentration from dark
blue (lowest value) to orange (highest value). For the analytical measurements and the values derived from the respective model (triangles) the SD is
indicated.

3.2. Time-Resolved Model Performance Comparison

By the application of time-resolved models, the limitation of
solely endpoint modeling and neglecting process dynamics, as
is the case using RSM, can be overcome. To determine which
time-resolved model is most suitable to accurately model the en-
tire process, the predictions of the black-box model and the hy-
brid model were compared. The robustness and susceptibility to
errors on the fed-batch fermentations from the test set were con-
sidered. The superiority of the hybrid model compared to a pure
black-box model, with respect to predictability, is shown for the
biomass concentration (Figure 3) and the soluble product titer
(Figure 4). The complete comparison of the two model perfor-
mances applied to the test set is given in Table S2, Supporting
Information. The complete overview of the scatter and the time-
resolved plots for the training and the test set, including the error
bars of the prediction (deliberately omitted here), as was gener-
ated by the Novasign hybrid modeling toolbox, is shown in Fig-
ures S2 (ANN black box) and S3 (hybrid model), Supporting In-
formation.
Considering the biomass concentration, a high spreading

of the values in both, the training and test partition, for the
bootstrap-aggregated ANN black-box model (Figure 3A) was ob-
served, while the bootstrap-aggregated hybrid model displayed

a tight distribution around the least-squares line (Figure 3B).
The predictive error for the biomass concentration decreased
threefold due to the incorporated knowledge in the structure of
the hybrid model. Similar results were obtained when consider-
ing the time-resolved model performance on the test set. The
predicted values from the bootstrap-aggregated ANN black-box
model clearly differed from the analytical measurements, result-
ing in broad PIs. This was even observed for the prediction of
the replicates (Figure 3C,D), indicating an incapacity to fit the
data.
The bootstrap-aggregated hybrid model did not display such

issues and predicted the trend correct with small PIs. Like-
wise, this was the case for the fed-batch fermentations, which
were not present in the training set. The biomass predictions
of the bootstrap-aggregated ANN black-box model (Figure 3E)
did not match the analytical results, being even outside the PIs.
The bootstrap-aggregated hybrid model was able to predict these
trends accurately. Only for one fed-batch fermentation, also the
bootstrap-aggregated hybrid model failed to match the analyti-
cal values, still predicting the correct trend but in an insufficient
manner, while the bootstrap-aggregated ANN black-box model
again displayed fluctuating values (Figure 3F).
For the soluble product titer, the results of the scatter plots for

the bootstrap-aggregated ANN black-box model (Figure 4A) and

Biotechnol. J. 2020, 15, 1900551 1900551 (5 of 10) © 2020 The Authors. Biotechnology Journal published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim



www.advancedsciencenews.com www.biotechnology-journal.com

Figure 2. Response surface predictions of the endpoint values of the soluble product titer. A) The experimental response, B) the full quadratic RSM,
C) the bootstrap-aggregated black-box model, and D) the bootstrap-aggregated hybrid model are displayed as a function of the temperature and the
intended specific growth rate for the induction plane 0.5 µmol IPTG/g CDM. The color indicates the values of the soluble product titer from dark
blue (lowest value) to orange (highest value). For the analytical measurements and the values derived from the respective model (triangles) the SD is
indicated.

Table 1. Performance results of the RSM, the bootstrap-aggregated black-box model, and the bootstrap-aggregated hybrid model predicting the endpoint
values of the biomass concentration and the soluble product titer. For each process variable, the model, the RMSE, and the percentage error are given
(rounded to two decimal places). Additional model characteristics are indicated. The number of fed-batch fermentations used for model training and
model testing is indicated in brackets.

Endpoint values Biomass Product

Performance
criteria

state of the art
RSM (n = 31)

ANN black-box
model (n = 25+6)

Hybrid model
(n = 25 + 6)

state of the art
RSM (n = 31)

ANN black-box
model (n = 25 + 6)

Hybrid model
(n = 25 + 6)

RMSE [g L−1] 0.95 4.32 0.99 0.47 0.47 0.33

Error [%] 2.84 11.62 3.06 21.45 19.11 9.54

Entire process
modeling

⨯ ✓ ✓ ⨯ ✓ ✓

Captures process
dynamics

⨯ ✓ ✓ ⨯ ✓ ✓

Incorporation of
process
knowledge

⨯ ⨯ ✓ ⨯ ⨯ ✓
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Figure 3. Performance comparison of the bootstrap-aggregated ANN black-box and the bootstrap-aggregated hybrid modeling approaches applied to
the test set. The analytical results for the biomass concentration and the predictions from the two models are presented. A) The scatter plot of the ANN
black-box model, B) the hybrid model and the time-resolved comparison of four fed-batch fermentations of the test set are displayed, including the
respective PI of the model. C) DoE #22, D) DoE #4, E) DoE #17, and F) DoE #21.

the bootstrap-aggregated hybrid model (Figure 4B) did not differ
as much as for the biomass. Still, the predictions from the test
set of the bootstrap-aggregated hybrid model presented narrower
distributions compared to the bootstrap-aggregated ANN black
box. Likewise as for the biomass concentrations, the bootstrap-
aggregated hybrid model was able to predict the soluble prod-

uct titer trends of the fed-batch fermentations accurately. The
predictions obtained from the bootstrap-aggregated ANN black-
box model did not match the analytical measurements of the
replicate in Figure 4C, but performed sufficiently on the sec-
ond replicate (Figure 4D). The predicted trends of the fed-batch
fermentation in Figure 4E was slightly underestimated by the
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Figure 4. Performance comparison of the bootstrap-aggregated ANN black-box and the bootstrap-aggregated hybrid modeling approaches applied to
the test set. The analytical results for the soluble product titer and the predictions from the two models are presented. A) The scatter plot of the ANN
black-box model, B) the hybrid model and the time-resolved comparison of four fed-batch fermentations of the test set are displayed, including the
respective PI of the model. C) DoE #22, D) DoE #4, E) DoE #17, and F) DoE #21.

bootstrap-aggregated ANN black-box model, but well described
by the bootstrap-aggregated hybridmodel. The only fed-batch fer-
mentation in which the bootstrap-aggregated hybrid model did
not perform well, was the same as for the biomass concentration
before and also the bootstrap-aggregated ANN black-box model
displayed the highest deviation from the analytical measure-
ments in this cultivation (Figure 4F). Both bootstrap-aggregated

models displayed the broadest PIs. To find possible explanations
for the prediction difficulty of the fed-batch fermentation in Fig-
ures 3F and 4F, the respective rates, calculated from the off-line
measurements, which are estimated in the black box of the hy-
brid model structure, of all fed-batch fermentations from the test
set were investigated and are shown in Figure S4, Supporting
Information.
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Moreover, all time-resolved depictions of the bootstrap-
aggregated ANN black-box model already predict product before
induction. Due to the inductor switch in the white box of the hy-
brid model, such product overestimations before induction were
eliminated. Moreover, the chosen CPPs for the ANNmodel input
may be suboptimal for predicting the variables of interest. There-
fore, these might not be the most suitable factors to completely
describe the behavior in the characterized space. The predictabil-
ity of the soluble product titer increased, reducing the range of
the PIs, applying the bootstrap-aggregated hybrid model since
herein the biomass which can be predicted with high accuracy
is linked to the product.

4. Discussion

It has been shown that the widely adopted RSM is able to fit the
endpoint values of the characterized space quite accurately (Fig-
ures 1B and 2B). This fitting function contained constant, linear,
and squared terms and interactions between the CPPs. However,
typically only one point in time, mostly the endpoints, are used
for model development, disregarding completely the evolution
of the process over time. Herein, several drawbacks are recog-
nizable, when process parameters are assumed to be constant
during the process. For instance, the impact of temporal devia-
tions in the CPPs on the endpoint response cannot be assessed.
Also the desired process optimum, for example, the highest spe-
cific concentration may be overlooked. In contrast, the developed
ANN black-box model and the hybrid model enable modeling
of the biomass concentration and the soluble product titer of
the process in a time-resolved manner. Moreover, by the utiliza-
tion of bootstrapping the uncertainty of the developed model is
visible.
When taking only the endpoint values into account, the su-

periority of the hybrid model over the black-box model could be
determined (Figures 1C,D and 2C,D). Also, the hybridmodel per-
formed comparatively well to the RSM and displayed the small-
est SD, while providing the additional advantage of modeling the
entire process. Therefore, being able to identify process optima
during the whole process. The same tendency was observed for
the soluble product titer, for which in general less accurate pre-
diction results were obtained.
Most probably, this behavior can be explained by the combi-

nation of various factors. The most prominent issue could have
been a non-producing subpopulation without plasmids which in-
creases during the cultivations but was notmeasured analytically.
Especially for the cultivations at low feeding rates with high in-
duction and high temperatures (DoE #9) this behavior can be
seen in the increased growth rates at the end of the cultivation
(Figure S4C, Supporting Information) Therefore, the modeling
could not account for it. Another point to consider was the forma-
tion of inclusion bodies at certain CPP combinations, which de-
creased the soluble product. The initial variability of the plasmid
copy number and the occurring cell lysis were also considered as
influencing factors, which could not be taken into account. Ad-
dressing total SOD production did also not yield more accurate
results due to the higher uncertainty of inclusion body analytics
via SDS gel electrophoresis.

With respect to modeling the entire process, it also has been
demonstrated that the bootstrap-aggregated hybrid model out-
performs the bootstrap-aggregated black-box model (Figures 3
and 4). Due to the hybridmodel structure, themodel gains the ad-
vantage of understandingwhether occurring variations are due to
changes in the metabolism (e.g., the exemplary rate expressions
in Figure S4, Supporting Information) or process operations, for
example, the feeding, resulting in small SDs and tight PIs. The
bootstrap-aggregated black-box model does not possess this abil-
ity; resulting in imprecise predictions for the process variable tra-
jectories. This limitation was not observed using the bootstrap-
aggregated hybridmodel, due to the corrective action of the white
box.
These results are showing that hybrid modeling has become a

reliable and highly beneficial concept for upstream process char-
acterization, including better process characterization and build-
ing a dynamicmodel. The developed bootstrap-aggregated hybrid
model keeps up with commonly used techniques predicting the
endpoint values of the process and even outperforms these tech-
niques with respect to time-resolved process modeling. More-
over, the three CPPs used as inputs to the hybrid model are con-
trollable, which in principle enables MPC in future applications.
Even though we could not account for every limitation in the

presented data set, as mentioned above, the bootstrap-aggregated
hybrid model performed reliably and with high predictability. To
gain superior results in possible future DoE studies, more ana-
lytical techniques should be applied to also consider the above-
mentioned factors. This includes on-line measurements such as
off-gas analysis (CO2 andO2) and off-line analysis such as total or-
ganic carbon and measuring the DNA content in the suspension
and supernatant to also access the carbon balance and to account
for cell lysis.
In summary, to tackle these previously mentioned research

gaps, regarding process understanding and QbD implementa-
tion, for example, in process characterization and optimization,
the established bootstrap-aggregated hybrid model enables time-
resolved modeling of the entire process for two target variables
with a singlemodel structure. This also renders possible the iden-
tification of process optima differing from the endpoint, poten-
tially increasing the space time yield.We are aware of the fact that,
while modeling the biomass concentration works well, our three
chosen CPPs are probably insufficient inputs to ideally model the
product formation for the ANN black box or the hybrid model.
However, these CPPs were selected since they are easily control-
lable and predictable multisteps ahead, which is the prerequisite
for subsequently building amodel predictive ormodel-based con-
trol strategy. Therefore, these are promising control parameters
to implement hybrid models for predictive soft sensors and also
to implement MPC strategies, advancing from predictive to con-
trollable models. While the first tool for advanced process con-
trol is already in use (a showcase of an exemplary fermentation,
recorded in our OPC environment, is presented in Video S1, Sup-
porting Information), the latter is currently in proof of concept
and results will be presented in future publications.
An unsolved yet critical and major concern still is the long pe-

riod of time spent on experiments until such a hybridmodel is ap-
plicable. A novel approach to accelerate process characterization
and optimization is presented by the concept of intensified DoE.
Herein, by the utilization of intra-experimental shifts more than
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one CPP combination setting is addressed per cultivation run,
reducing the total number of experiments.[40,41] This promising
approach in combination with the herein developed bootstrap-
aggregated hybrid modeling strategy will be investigated in fu-
ture publications.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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Analytical Results of the Design of Experiments 

The analytical results of the fed-batch fermentations performed in the three-dimensional design 

space, introduced in the Materials & Methods section of the main manuscript (2.1 & 2.2), are 

displayed as a function of the feed time in Fig. S1. The biomass (displayed as concentration and 

total to demonstrate the applied exponential feeding strategy) and the soluble product titer are 

shown for all 27 CPP settings, as stated in Table S1. Only one fed-batch fermentation is shown per 

duplicate and triplicate run for those CPP settings for which fermentations were repeated. 

 

Figure S1. Analytical results for the biomass and soluble product titer of the fed-batch fermentations. The variables are 

displayed as a function of the feed time. For visual clarity, the fed-batch fermentations are separated into the three 

specific growth rates, i.e., µ = 0.10 h-1 (A-C), µ = 0.15 h-1 (D-F) and µ = 0.20 h-1 (G-I). The biomass concentration (A, D, 

G), the total biomass (B, E, H), and the soluble product titer (C, F, I) are displayed. To indicate the induction strength of 

these fermentations, a color code was used, i.e., orange 0.2, green 0.5, and blue 0.9.  



Critical Process Parameter Combination Settings for the Design of Experiments 

The investigated CPPs, introduced in the Materials & Methods section of the main manuscript 

(2.1 & 2.2), are presented in a tabular form in Table S1. 

Table S1. CPP settings of the characterized design space. Each parameter, namely, the specific growth rate in h-1, the 

induction strength in µmol IPTG/g cell dry mass, and cultivation temperature in °C, was investigated at three levels. 

The settings for the fed-batch fermentations (DoE) are listed. The number of repetitions is indicated 

 

CPP setting 

 

specific growth rate 

 

temperature 

 

induction strength 

#1 0.10 30 0.2 

#2 0.10 34 0.2 

#3 0.10 37 0.2 

#4 (n = 2) 0.10 30 0.5 

#5 0.10 34 0.5 

#6 0.10 37 0.5 

#7 0.10 30 0.9 

#8 0.10 34 0.9 

#9 (n = 3) 0.10 37 0.9 

#10 0.15 30 0.2 

#11 0.15 34 0.2 

#12 0.15 37 0.2 

#13 0.15 30 0.5 

#14 0.15 34 0.5 

#15 0.15 37 0.5 

#16 0.15 30 0.9 

#17 0.15 34 0.9 

#18 0.15 37 0.9 

#19 0.20 30 0.2 

#20 0.20 34 0.2 

#21 0.20 37 0.2 

#22 (n = 2) 0.20 30 0.5 

#23 0.20 34 0.5 

#24 0.20 37 0.5 

#25 0.20 30 0.9 

#26 0.20 34 0.9 

#27 0.20 37 0.9 

  



Modeling Results of the Bootstrap Aggregating Models 

The complete modeling results of the fed-batch fermentations from the training and the test set 

introduced in the sections Materials & Methods (2.4) and Results (3.1 & 3.2) of the main 

manuscript are displayed. The overview of the bootstrap-aggregated ANN black-box model 

(Fig. S2) and the bootstrap-aggregated hybrid model (Fig. S3) are displayed as it is generated by 

the Novasign hybrid modeling toolbox. Herein, for each observation the standard deviation 

(scatter plots) and the prediction interval (time-resolved plots) are given. The standard deviation 

in the scatter plots was intentionally left out in the main manuscript, for the sake of clarity. 

 

Figure S2. Overview of the modeling results of the bootstrap-aggregated ANN black-box model. The plots from the 

Novasign hybrid modeling toolbox show the modeling results for the biomass (A-D) and the product (E-H). The scatter 

plots for the training (A & E), the test data (C & G) and the time-resolved plots for the training (B & D) and the test data 

(F & H) display each fed-batch fermentation in a different color. The respective standard deviation and the prediction 

interval of the bootstrap-aggregated model for each fed-batch fermentation are indicated. 

 



 

Figure S3. Overview of the modeling results of the bootstrap-aggregated hybrid model. The plots from the Novasign 

hybrid modeling toolbox show the modeling results for the biomass (A-D) and the product (E-H). The scatter plots for 

the training (A & E), the test data (C & G) and the time-resolved plots for the training (B & D) and the test data (F & H) 

display each fed-batch fermentation in a different color. The respective standard deviation and the prediction interval 

of the bootstrap-aggregated model for each fed-batch fermentation are indicated. 

The direct and complete comparison of the two modeling attempts shows the advantage of using 

a hybrid model, as also shown in detail in Fig. 3 and Fig. 4 in the main manuscript. 

Regarding the biomass, the bootstrap-aggregated ANN black-box showed significant drawbacks 

to predict the analytical values, for the training (Fig. 2SA & B) and the test set (Fig. 2SC & D). In 

addition, the rather high standard deviation and the wide prediction intervals indicate poor 

model performances from the individual models. The prediction of the soluble product titer 

performed better. The bootstrap-aggregated model was able to fit the training and the test set 

likewise (Fig. 2SE & G). The standard deviation and prediction intervals were narrowed 

(Fig. 2SF & H) compared to its biomass prediction. 

Otherwise, the bootstrap-aggregated hybrid model showed exceptional performance on 

predicting the biomass, displaying small standard deviations and tight prediction intervals in 

both, the training (Fig. 3SA & B) and the test data (Fig. 3SC & D). In addition, the soluble product 



titer was predicted with a good performance and small standard deviations as seen in 

Fig. 3SE & G. Overall, the bootstrap-aggregated hybrid model displayed tight prediction intervals 

for the product titer (Fig. 3SF & H). However, it struggled with one fed-batch fermentation in the 

test set, namely #21, as indicated by the high standard deviation and broad prediction interval.  

Summarized, the ANN black-box model was not able to predict the biomass concentration, only 

performed decently on the soluble product titer and the additional utilization of bootstrapping 

also did not lead to an adequate model performance. The bootstrap-aggregated hybrid model on 

the other hand, excellently predicted the biomass concentration, achieved good results for the 

soluble product titer and displayed high robustness due to the bootstrapping, as indicated by the 

small standard deviations and prediction intervals. Possible difficulties of predicting the values 

of fed-batch fermentation #21 in the test set are discussed in the subsequent section “Specific 

Rates of the Fed Batch Fermentations in the Test Set”.  



Specific Rates of the Fed-Batch Fermentations in the Test Set 

The specific growth rate and the specific rate of the soluble product formation from all fed-batch 

fermentations of the test set, mentioned in the Results section of the main manuscript (3.2), are 

displayed as a function of the feed time in Fig. S4. The displayed specific rates are derived from 

the off-line measurements. Moreover, the specific growth rate is plotted only from the first 

sampling until the end. In the hybrid model structure, these were estimated in the black-box to 

provide the values for the white-box. For each replicate, the mean value and the respective 

standard deviation are plotted. 

As suggested and presented in an earlier publication, for robust and accurate calculation of the 

specific growth rate (µ), a cubic smoothing spline was used, applying the MATLAB function 

csaps(x,y,p) [1]. Herein, x represents the total feed time of the process, y the total biomass and a 

value of 0.4 for the fitting parameter p. 

The specific soluble product formation rate (qp soluble) was derived from the off-line analytical 

measurements and calculated according to Eq. 1 with P the total soluble product yield (in mg), X 

the total biomass (in g) and T the total time of the process (in h). 

𝒒𝑝 (𝑠𝑜𝑙𝑢𝑏𝑙𝑒) =  
𝑃(𝑡+1)−𝑃(𝑡)

(𝑋(𝑡+1)+𝑋(𝑡))/2

𝑇(𝑡+1)−𝑇(𝑡)

     (1) 



 

Figure S4. Calculated values for the specific rates, derived from the off-line measurements, of all fed-batch 

fermentations in the test set. The specific growth rate (green line) and the specific soluble product formation rate 

(orange line) are displayed as a function of the feed time. For the replicates, the mean values and the standard 

deviations are plotted. DoE #22 (A), DoE #4 (B), DoE #9 (C), DoE #17 (D), DoE #2 (E) and DoE #21 (F). 

The different CPP settings, at which the fed-batch fermentations were performed, had significant 

impacts on the biomass concentration and the soluble product titer as previously shown. These 

also resulted in different patterns for the specific rates. The intended specific growth rate was 

influenced by the induction strength of the respective fed-batch fermentation, i.e., if the induction 

strength increased, the specific growth rate declined. This impact was diminished by higher 



specific growth rate settings, since by providing a higher feeding rate the cell neglects product 

formation and focusses on its growth instead. This was observed in all fed-batch fermentations 

and was already discussed elsewhere [2]. Regarding the specific soluble product formation rate, 

even though explicit trends are observable, some inconsistencies/fluctuations in the plotted 

values are derived due to the measurement error in the off-line analytics. Here, it is also seen that 

higher values are obtained at slower specific growth rate settings, even though the induction 

strength and temperature were the same. 

Exemplary cases for this are DoE #22 (Fig. 2SA) and DoE #4 (Fig. 2SB). Both were performed at 

a cultivation temperature of 30°C and an induction strength of 0.5, but DoE #22 with µ 0.20 and 

DoE #4 with µ 0.10, leading to an increased specific soluble product formation rate. The highest 

values were observed for the fed-batch fermentations performed at induction strength 0.9, 

respectively DoE #9 (Fig. 2SC) and DoE #17 (Fig. 2SD). However, these rates started to decrease 

halfway through the fed-batch due to the high metabolic burden and in the case of DoE #9 almost 

dropped to zero. This happened due to the formation of inclusion bodies at this particular CPP 

setting, therefore no soluble product formation took place anymore. 

At the induction strength 0.2 the lowest impact on the specific growth rate as well as on the 

specific soluble product formation rate was observed, i.e., DoE #2 (Fig. 2SE) and DoE #21 

(Fig. 2SF). The specific rates of these two fed-batch fermentations also followed the same pattern 

as described above, i.e., a slow specific growth resulted in a higher specific soluble product 

formation rate. However, at this induction strength, the slope of the specific soluble product 

formation rate only increased very slowly, compared to the other fed-batch fermentations. The 

fed-batch fermentations performed at the higher induction strengths displayed the same values 

shortly after the induction, which the two fed-batch fermentations performed at induction 

strength 0.2 reached only after three-fourths of the whole process. The different expression 

patterns of these fed-batch fermentations, especially DoE #21, could also be the reason why the 

hybrid model struggled to predict these values accurately. Moreover, as it is seen in the replicates, 

the specific growth rate has a rather small standard deviation. This enables a more accurate 



prediction for the hybrid model compared to the product formation rate, for which higher 

standard deviations were computed for all CPP combination settings.  



Performance Comparison of the Time-Resolved Models 

The two developed time-resolved models (the ANN black-box model and the hybrid model) are 

presented in the sections Material & Methods (2.4) and Results (3.1 & 3.2) of the main 

manuscript. Herein, it has been shown that the bootstrap-aggregated hybrid model, in general, 

outperforms the bootstrap-aggregated black-box model. This complete comparison of the 

time-resolved model performances applied to the test set is given in Table S2. Due to the fact that 

there is no detectable product formation until induction, the percentage and relative percentage 

cannot be calculated for this stage. 

 

Table S2. Performance results of the bootstrap-aggregated black-box model and the bootstrap-aggregated hybrid 

model for predicting the biomass concentration and the soluble product titer over the entire process. For each process 

variable the R2, RMSE and (if accessible) the percentage error is given (rounded to two decimals) for each model. The 

presented values refer to the model performances obtained for the respective test set. The number of fed-batch 

fermentations used for model-training and model-testing is indicated in brackets 

entire 

process  

 

Biomass  

 

Product  

Performance 

Criteria 

 

ANN Black-Box Model  

(n = 25+6) 

 

Hybrid Model  

(n = 25+6) 

 

ANN Black-Box Model  

(n = 25+6) 

 

Hybrid Model  

(n = 25+6) 

R2 0.75 0.98 0.96   0.97 

RMSE [g/L] 4.36 1.10 0.25 0.22 

error [%] 17.50 4.24 - - 
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Hybrid Modeling and Intensified DoE: An Approach to
Accelerate Upstream Process Characterization

Benjamin Bayer, Gerald Striedner, and Mark Duerkop*

Process characterization is necessary in the biopharmaceutical industry,
leading to concepts such as design of experiments (DoE) in combination with
process modeling. However, these methods still have shortcomings,
including large numbers of required experiments. The concept of intensified
design of experiments (iDoE) is proposed, that is, intra-experimental shifts of
critical process parameters (CPP) that combine with hybrid modeling to more
rapidly screen a particular design space. To demonstrate these advantages, a
comprehensive experimental design of Escherichia coli (E. coli) fed-batch
cultivations (20 L) producing recombinant human superoxide dismutase is
presented. The accuracy of hybrid models trained on iDoE and on a
fractional-factorial design is evaluated, without intra-experimental shifts, to
simultaneously predict the biomass concentration and product titer of the
full-factorial design. The hybrid model trained on data from the iDoE
describes the biomass and product at each time point for the full-factorial
design with high and adequate accuracy. The fractional-factorial hybrid model
demonstrates inferior accuracy and precision compared to the intensified
approach. Moreover, the intensified hybrid model only required one-third of
the data for model training compared to the full-factorial description, resulting
in a reduced experimental effort of >66%. Thus, this combinatorial approach
has the potential to accelerate bioprocess characterization.

1. Introduction

1.1. Process Characterization

The need for a paradigm shift in the biopharmaceutical indus-
try for quality assurance has long been recognized. This was put
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into focus by the introduction of the pro-
cess analytical technology (PAT) guide by
the U.S. Food and Drug Administration
(FDA). This guide calls for enhanced pro-
cess understanding that emphasizes a new
quality by design (QbD) approach, in which
the requested product quality is assured by
the process itself and does not have to be
tested afterward.[1] Among the most promi-
nent approaches to enable QbD is design
of experiments (DoE), which is used in
studies to gather process knowledge.[2] To
set up a DoE for a product, critical pro-
cess parameters (CPP) that impact the prod-
ucts’ critical quality attributes (CQA) must
be defined.[3] To systematically investigate
these CPP combinations and theirmultifac-
torial influence and to keep the number of
experiments manageable, different designs
can be applied, for example, Doehlert, Box–
Behnken and central composite designs.[4]

Process modeling is frequently applied to
evaluate such designs.[5]

1.2. Process Modeling

The most common modeling technique,
used in combination with DoE studies, is

the response surface methodology. In this technique, the experi-
mental results of a design space are represented on a surface as
responses of the CPPs, and this is used to find the optima for
the investigated conditions.[6] This technique is widely used in
media development and optimization for production processes,
for example, utilizing an additional amino acid feed for Chinese
hamster ovary cells or reformulating macronutrients in Bacil-
lus sp. for product titer enhancement.[7–9] Time-resolved process
models have also increased in popularity and applicability. There
is a distinction between descriptive and predictive models. De-
scriptive models, such as soft sensors derived from spectral data
(e.g., Raman spectroscopy, near-infrared spectroscopy, or 2D flu-
orescence), provide real-time information, that is, certain spec-
tral information for only up to the current time point of the
process.[10,11] Predictive models, on the other hand, are able to
predict future values of state variables and, since the input data
can be simulated for the future, provide an educated guess about
the trajectory.[12] In addition, exploratory data analysis, such as
principal component analysis (PCA) and parallel factor analysis
(PARAFAC), are commonly applied to expand the existing pro-
cess knowledge. With this means, hidden structures and latent
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variables, the so-called principal components (PC), in the inves-
tigated spectra can be determined.[13,14] Generally, there are two
different modeling approaches: nonparametric (black-box) and
parametric (white-box) models. Nonparametric models are built
on experimental data only and do not need any further process
knowledge. Various regression techniques are available and com-
monly applied to develop nonparametric models.[15] In contrast,
parametric models use empirical knowledge and first principles,
that is, their structure is well defined and transparent.[16] Both
modeling approaches possess separate unique advantages as well
as disadvantages and limitations due to their respective model
structures.

1.3. Hybrid Modeling

The concept of combining a nonparametric and a parametric
model into a single semi-parametric model structure is called
hybrid modeling. This allows the incorporation of both process
knowledge and data-driven information. The hybridmodel struc-
ture overcomes the shortcomings of each separate modeling
technique, for example, the black box can be used to calculate
parameters in the white box, which therefore do not have to be
solely assumed, reducing errors[17] at the cost of increased com-
plexity. For instance, the values of specific rate expressions are
known unknowns a priori to a bioprocess and must first be de-
termined, for example, by process modeling. However, by solely
utilizing a white-box model, these rate values must be assumed
from data using a defined causal method, but in a hybrid model,
they first can be estimated in a defined black box and then trans-
ferred to the white box.
For example, by utilizing process variables that have an influ-

ence on these rates as input to the black box, the incorporation of
this impact can also be taken into account in the white box, gen-
erating hybrid model predictions closer to the analytical values.
Artificial neural networks (ANN) are frequently utilized for this
process.[18] Accurate rate estimations are of great importance for
robust bioprocess modeling, and achieving these as precisely as
possible is of high interest.[19] Due to these advantages, hybrid
modeling is gaining in popularity for bioprocess modeling. Even
though a hybrid model provides improved performance com-
pared to other approaches,[20] the possibility ofmisprediction still
exists. To ascertain the chance of such model uncertainty, cross
validation is commonly performed in machine learning to calcu-
late the average misprediction possibility.[21] However, bootstrap-
ping can also be applied for this task and has been proven to be
a more flexible technique, allowing full control over developing
the final model. In this method, a number of models are merged
into one, which leads to a probability of misinterpretation and
risk assessment occurring from different data permutations.[22]

However, these techniques are linked to an increased computa-
tional workload, since several hybrid models must be developed.
This workload linearly increases, either with the number of cho-
sen folds for the cross validation or the number of applied boot-
straps.
The combination of both elements, hybrid modeling and boot-

strapping, provides a robust and reliable hybridmodel for biopro-
cess modeling. Nevertheless, the experimental workload, that is,

the generation of the required process data and the related analyt-
ical effort, rapidly ends up being laborious and time consuming.

1.4. Intensified Design of Experiments

A promising approach to reducing the experimental workload
is to change the CPPs during the cultivation. With these intra-
experimental CPP set-point changes, the reaction to dynamic
changes in the process can be captured.[23] By performing this in-
tensified DoE (iDoE), one should note that the history of the cell
contributing to a memory effect is often assumed to influence
how the cells react to subsequent CPP set points.[24] One of the
main challenges is to describe the process dynamics in response
to intra-experimental changes and to estimate the behavior of
the cells under constant conditions. Therefore, a time-resolved
hybrid model can be built on iDoE data to describe the occur-
ring process dynamics,[25] because it captures the whole process.
This emphasizes a combinatorial approach, using hybrid model-
ing and iDoE, to generate process knowledge and simultaneously
accelerate process characterization.

1.5. A Combinatorial Approach Leading to Accelerated Process
Development

To significantly reduce the number of required experiments for
developing a process model, we present the concept of iDoE. As
basis for comparison, we used a completely characterized three-
dimensional design space of a previously derived Escherichia coli
(E. coli) fed-batch study at the 20L scale with 27 distinct CPP
combination settings.[20] The intensified experiments were per-
formed in the same design space but contained twoCPP set-point
shifts during each cultivation, so that three CPP combination set-
tings were tested overall within one fed-batch fermentation. This
led to nine iDoE cultivations to completely characterize the same
design space. Consecutively, to examine a possible memory ef-
fect of the cells, the online process data and the 2D-fluorescence
spectra of the static and intensified fed-batch fermentations were
investigated and compared using exploratory data analysis (PCA
and PARAFAC) to test for any differences.
A hybrid model was built on iDoE data, and its performance

was compared to a previously developed full-factorial static hy-
brid model, built on the complete design space. To further
challenge the iDoE approach, a fractional-factorial static hybrid
model, built only on the center point and corners of the design
space, was assessed to challenge the potential time reduction and
advantages regarding process characterization using iDoE.

2. Experimental Section

2.1. Experimental Design

For all fed-batch cultivations, E. coli (HMS174 (DE3)) was utilized
for expressing recombinant human superoxide dismutase at the
20 L scale. The experimental design consisted of a full-factorial
design space with three CPPs: the specific growth rate (𝜇) con-
trolled by the substrate feeding rate, the cultivation temperature
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(T), and the induction strength (I). The values for the three levels,
respectively, are 𝜇 = 0.10, 0.15, and 0.20 h−1;T= 30, 34, and 37 °C;
and I = 0.2, 0.5, and 0.9 𝜇mol IPTG g−1 cell dry mass. This re-
sults in 27 CPP combination settings, as presented elsewhere.[26]

The complete list of all performed fed-batch cultivations of the
DoE is given in Table S1, Supporting Information. For all these
cultivations in the design space, the analytical measurements for
the biomass concentration (in g L−1) and the soluble product titer
(in g L−1) were assessed by thermogravimetric analysis[27] and
ELISA,[28] respectively. The analytical error of the biomass and
product titer determination was assessed from seven replicate
runs in a previous study[20] with 3.6% and 7.6%, respectively.
The fed-batch phase was always carried out for four doubling
times. The induction of the cells took place after the first dou-
bling time, enabling recombinant protein production for three
doubling times. All information about the applied exponential
feeding strategy for the fed-batch phase, the utilized E. coli strain,
the expression vector system, the online monitoring, and the off-
line measurements were presented elsewhere.[29–31] In addition
to the standard online available process variables, such as pH,
temperature, inlet air, stirrer speed, base consumption, accumu-
lated feed, inducer, and head pressure, a 2D fluorescence probe
(BioView, Delta Light and Optics, Denmark) was utilized to mea-
sure the cultivation broth in 20 nm steps (from ex270/em310
up to ex550/em590), resulting in 120 excitation/emission wave-
length variables. These measurements were used to examine if
differences on the cellular and process level are visible between
the DoE and iDoE.
To investigate and quantify the metabolic burden, possible

toxicity, and induced stress due to recombinant protein produc-
tion, the production load (PL), a summary of all these factors,
was utilized.[32] Therefore, fed-batch cultivations outside of the
presented design space were performed at an induction strength
of 0, that is, the same CPP combination settings as above for
the cultivation temperature and the specific growth rate were
used but without induction. These fed-batch cultivations are
listed in Table S3, Supporting Information, and the results of the
investigation of the PL are presented in Figure S6, Supporting
Information.

2.2. Intensified Design of Experiments

Two intra-experimental shifts from one CPP set point to another
were performed in each fed-batch fermentation to cover three dif-
ferent parameter combinations of the design space within one
fermentation. The complete list of all iDoE CPP combination
settings and the performed shifts per fed-batch fermentation are
provided in Table S2, Supporting Information. These shifts were
done in compliance with already published constraints.[25] Since
the inducer was not consumed by the cells, a shift toward lower
inducer concentrations was not feasible without heavy and im-
practical dilution of the fermentation broth. Therefore, the 3D
design space was subdivided into three 2D induction planes for
the iDoE approach, and shifts were only performed for the tem-
perature and the specific growth rate in the respective induction
plane. These shifts were carried out after each theoretically cal-
culated cell doubling, post induction, leading to three phases per
fed-batch fermentation. The intensified fed-batch fermentations

of the three induction planes were coordinated to guarantee that
each CPP combination setting was passed in every phase if over-
laid. Figure 1 provides a detailed graphical overview of the operat-
ing procedure of the intra-experimental shifts and the performed
intensified fed-batch fermentations, shown in the design space
and separated in the induction planes.

2.3. Data Sets

The static data set derived from an earlier study consisted of
31 fed-batch fermentations (27 CPP combination settings and
four replicates) covering the complete design space.[20] Values
for the standard online process parameters were available every
minute, while the measurement frequency of the 2D fluores-
cence probe leads to a value every three minutes. The biomass
was measured a single time before induction and then hourly,
and the soluble product titer was measured every 2 h from the
time point of induction to the last sampling at the end of the pro-
cess. In total, 589 samples to determine the biomass concentra-
tion and 306 samples to analyze the product titer were acquired.
The data set containing the intensified fed-batch fermenta-

tions consisted of nine cultivations that were designed to cover
the complete design space. The sampling interval and analytical
methods for the biomass and soluble product titer analysis were
performed as with the static data set, with the sampling interval
increased to 30 min after each shift for 2–3 h. In total, 213 sam-
ples to determine the biomass concentration and 153 samples
to analyze the product titer were acquired. The online available
process variables were recorded at the same frequency as that
for the static cultivations. The detailed analytical results for the
biomass and the soluble product titer of the intensified fed-batch
fermentations are provided in Figure S1, Supporting Informa-
tion. Also, a detailed example of how the CPP changes affect the
variables to be modeled and how rapidly these adapt to the new
CPP set points is provided in Figure S2, Supporting Information.
Further, to exclude a potential memory effect due to the direction
of the CPP shifts, the comparison of one experiment, performed
reversely to iDoE #3, is presented in Figure S3, Supporting Infor-
mation.

2.4. Data Preprocessing

The data used were stored as Excel spreadsheets with columns
representing variables and rows representing observations. Prior
to exploratory data analysis and process modeling, every mea-
surement of the available online variables was standardized,
along with the time domain, using the z score. This procedure
was done to exclude quantitative effects and to specifically ac-
count for the change over time. If there was a missing analytical
value at a sampling time point for one of the two target variables,
the missing value was interpolated using Hermite polynomials,
which guaranteed an equally weighted and valid evaluation.

2.5. PCA and PARAFAC

PCA and PARAFAC, as described by Bro,[33] were applied for ex-
ploratory data analysis of the online available process data. Both
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Figure 1. Operating procedure of the intensified fed-batch fermentations. A) The fed-batch phase subdivided into the single doubling times. The time
point of induction and the time point of the CPP shifts, switching to a different point in the design space each after one theoretical doubling time, are
indicated. B) The intensified fed-batch fermentations are presented as the entire design space and separately for each induction plane, that is, C) blue
0.9, D) green 0.5, and E) orange 0.2. For (C–E), the starting points of the iDoE fermentations are depicted by the respective ID.

techniques were performed with MATLAB (2016b, MathWorks,
USA) and two freely available toolboxes, N-way[34] and drEEM.[35]

PCA was performed on the complete online process data, that
is, the standard process variables and the 2D fluorescence data
from each approach (DoE and iDoE). PARAFAC was applied to
the 2D fluorescence data only. The more detailed and complete
comparison of the static and intensified fed-batch cultivations is
presented in Figure S5, Supporting Information.

2.6. Hybrid Modeling

2.6.1. Data Sets

Different data sets were used to train the hybrid models:

1) Full-factorial static hybrid model: The first static hybrid
model, used as the qualitative reference and derived from an
earlier publication,[20] consisted of 25 static fed-batch fermen-
tations (DoE #1, #3–16, #18–20, and #22–27) for model train-

ing and 6 static fed-batch fermentations (DoE #2, #4, #9, #17,
#21, and #22), including one fermentation each from the du-
plicate and triplicate runs and three runs chosen by random-
ization, for model testing (N = 25 + 6).

2) Fractional-factorial static hybrid model: The second static
hybrid model was likewise developed as a full-factorial static
hybrid model counterpart, but only nine static fed-batch
fermentations, the center point, and the corners of the design
space, that is, a fractional-factorial design, were used for
model training (DoE #1, #3, #7, #9, #14, #19, #21, #25,
and #27). This model was developed to allow a comparison
between the fractional-factorial static and the iDoE approach
with respect to the same amount of input data for model
training. The test set contained all static fermentations
(DoE #1–27) (N = 9 + 31).

3) iDoE hybrid model: To build the third hybrid model, based
on iDoE, all intensified fed-batch fermentations (iDoE #1–
9) were considered. To allow a comparison between the full-
static and the iDoE hybridmodel, the same six static fed-batch
fermentations as for the static hybrid model (DoE #2, #4, #9,
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#17, #21, and #22) were initially used as the test set (N =
9 + 6).

4) In addition, for a full comparison of how a model based on
iDoE can describe the static design space, a second test set
containing all static fermentations was introduced (DoE #1–
27) (N = 9 + 31).

A graphical overview of the respective utilized experiments
used for training the three hybrid models is presented in Fig-
ure S4, Supporting Information. Hybridmodel development and
evaluation were accomplished in the stand-alone C# hybrid mod-
eling toolbox (Novasign GmbH, Vienna, Austria), which can be
downloaded. Furthermore, the static and the intensified data
sets used for modeling are provided as Supporting Information.
These are preprocessed and can be used for individual modeling
purposes.

2.6.2. Nonparametric Black Box

To predict the values of the response variables, a serial hybrid
model structure was chosen. The nonparametric model, an ANN
that applies a Levenberg-Marquardt algorithm and is embedded
in the hybrid model, was applied to model the known unknowns
for the parametric part, that is, the specific growth rate (𝜇 (h−1))
and the soluble product formation rate (vp/x (g g

−1 h−1)) as prop-
agated predictions.
The ANN had three layers. The nodes of the hidden layer used

tangential hyperbolic transfer functions, while the input and out-
put layers used linear transfer functions. Therewere three inputs:
the cultivation temperature (°C), the cumulative inductor mass
(mg), and the cumulative feed (L).

2.6.3. Parametric White Box

The hybrid model was developed based on material balances,
which were derived for biomass and the soluble product titer
assuming an ideally mixed fed-batch reactor. Further, it was as-
sumed that the biomass catalyzes all reactions, therefore, specific
rates were used. That is, the estimated rate expressions derived
from the nonparametric part are used in the parametric part, as
shown in Equation 1 and Equation 2. These equations assume
an ideal population, that is, 100 % producing cells and do not
consider any emerging subpopulation due to the PL.

dX
dt

= 𝜇 ⋅ X − D ⋅ X (1)

dP
dt

= vp∕x ⋅ X ⋅ Iy∕n − D ⋅ P (2)

where X is the biomass concentration (g L−1), P is the soluble
product titer (g L−1), Iy/n is the inductor switch (set to either zero
for no induction or one for induction), and D is the dilution rate
(h−1) to describe the relationship between feed addition (L h−1)
and the reactor volume (L).

2.6.4. Model Validation

The performance of the model with respect to the fit of the ex-
perimental data was evaluated using the root mean square error
(RMSE) (Equation 3) and the normalized RMSE (NRMSE) (Equa-
tion 4). This calculation used themeasured value (y), its estimated
counterpart (ŷ) for each sampling point (t), the mean of the mea-
sured values (ȳ), and the total number of observations (N).

RMSE =
√

1
N

⋅
∑(

y(t) − ŷ(t)
)2

(3)

NRMSE [%] = RMSE
ȳ

⋅ 100 (4)

The model was validated using internal cross validation, that is,
in the beginning, the hybrid model was derived using the train-
ing data. The data were split into training and validation parti-
tions. The training partition was used to build the model, which
was then applied to the remaining validation partition. Once no
further model improvement was achieved, the model training
stopped.
This data partitioning and model development was repeated

nine times to account for all possible permutations of eight train-
ing and one validation data set. By studying different numbers
of nodes, two to eight in steps of one, in the hidden layer of
the embedded ANN, the ANN parameters were identified, and
four nodes in a single hidden layer were chosen that give the best
performance for the fractional-factorial and iDoE hybrid models.

2.6.5. Bootstrap Aggregation

The assessment of the risk of model misprediction based on the
random data partitioning during model building used bootstrap
aggregation of the individual hybrid models,[36] which can be
imagined as model averaging. This averaging of the predictions
of multiple models into one gives the operator more control in
model selection and represents a robust way to deal with model
uncertainties. This approach is similar to a leave-one-batch-out
cross validation approach but allows for better control to se-
lect individual models of each boot. The bootstrap-aggregated
fractional-factorial and iDoE hybridmodels each consisted of five
individual models, each derived from a different boot, for which
the standard deviation (SD) (Equation 5) and the prediction in-
terval (PI) (Equation 6) were calculated to access the model per-
formance:

SD(t) =
√

1
n − 1

⋅
∑(

ŷbtstrp(t) − ŷmodel(i)(t)

)2
(5)

PI(t) = ŷbtstrp(t) ± SD(t) (6)

Therefore, the value of the bootstrap-aggregated prediction
(ŷbtstrp), the predicted counterpart from the respective model
(ŷmodel), the index (i = 1:5), and the number of observations for
each time point (n) were used. Each generated hybrid model was
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Figure 2. Comparative evaluation of the predictive quality of the three developed hybrid models. The model predictions for one exemplary fed-batch
fermentation from the test set (DoE #2) are displayed for A) the biomass concentration and B) the soluble product titer. The analytical results (squares),
the time point of induction (dashed gray line), and the predictions of the hybrid models (solid lines), including the respective PIs (dashed lines), are
indicated: the full-factorial static hybrid model (turquoise), the fractional-factorial static hybrid model (red), and the iDoE hybrid model (green). C) The
NRMSE and D) the mean SD of the model predictions for the complete respective test set, using the same color code as above.

derived from a different boot to ensure high generalization abil-
ity. This bootstrap-aggregated hybrid model was used for model
testing to assess the predictability of the model on new data (ex-
ternal validation) and to investigate the risk of predictive uncer-
tainty.

3. Results

3.1. Setup of the Intensified Design of Experiments

The general operating procedure for the intensified fed-batch fer-
mentations, including the CPP shifts, is presented in Figure 1.
Figure 1A indicates the biomass doubling times (generations),
the time point of induction, and the performed CPP shifts, that
is, the switch to different parameter combinations in the design
space, always after one calculated doubling time. Also, the com-
plete design space (Figure 1B) and the more detailed operating
scheme of each induction plane are shown, including the loca-
tion of the starting CPP combination setting for each intensified
fed-batch fermentation and the setting after each shift (Figure 1C-
E). The intensified experiments were performed so that, if the
induction planes are overlaid, each CPP combination setting is
characterized in every cell generation.
The comparability of the DoE and iDoE approaches on a cel-

lular level was assessed. The impact of the intra-experimental

CPP shifts on the biomass concentration and the soluble prod-
uct titer is presented in Figure S1, Supporting Information. It
was demonstrated that the cells rapidly adapt to new CPP combi-
nation settings after a CPP shift (Figure S2, Supporting Infor-
mation) on the basis of an exemplary iDoE cultivation. To ex-
clude any possible memory effect caused by the CPP shifts, that
is, altered behavior with respect to the investigated process vari-
ables due to previous CPP combination settings, an additional
experiment and exploratory data analysis of the online process
data were conducted (Figures S3 and S5, Supporting Informa-
tion). This exploratory data analysis examined the 2D fluores-
cence spectra of the static and iDoE approaches as well as the
standard online available process variables linked to biomass
formation, that is, the cultivation temperature, the accumulated
feed, the accumulated inductor, and the base consumption.

3.2. Performance of the Developed Hybrid Models

To investigate and compare the predictive performance of the
three developed hybrid models for the biomass and soluble prod-
uct titer, one exemplary fed-batch fermentation from the test set
is presented (Figure 2A,B). This fed-batch fermentation (DoE #2)
was chosen since it was present in every test set and was not a
replicated cultivation of the training set. Further, the respective
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Figure 3. Performance of the bootstrap-aggregated iDoE hybridmodel predicting the biomass concentration of the 31 test cultivations. A) The scatter plot
of the hybridmodel on the training data (orange dots) and the test data (cyan triangles). Themodel predictions for the individual fed-batch fermentations
are displayed for each induction strength. For B) I 0.2, C) I 0.5, and D) I 0.9, the analytical results (symbols), the respective prediction (colored lines),
and the PI (dashed lines) of the iDoE hybrid model are indicated. The IDs of the presented fed-batch fermentations are listed.

risk of misprediction, that is, the PI, as well as the NRMSE and
themean SD of the entire test set of each hybridmodel, were also
incorporated in this comparative evaluation.
This evaluation revealed that all hybrid models perform on a

comparable level with respect to predicting the biomass. Regard-
ing the PIs, the full-factorial static hybrid model and the iDoE
hybridmodel perform on a comparable level. In contrast, the pre-
dictions from the fractional-factorial static hybrid model are less
precise, displaying broad PIs. A broad PI indicates a high risk
of misprediction, because the different models selected for boot-
strapping are very different in their prediction. This was observed
for both process variables: the biomass concentration (Figure 2A)
and the soluble product titer (Figure 2B). Regarding the NRMSE
(Figure 2C) andmean SD (Figure 2D), a direct comparison shows
that the full-factorial static hybrid model displays the lowest val-
ues for both process variables. The fractional-factorial static hy-
brid model displayed the highest values for both the NRMSE and
the mean SD. The iDoE hybrid model has inferior performance
compared to the full-factorial static hybrid model, but its perfor-
mance is superior to the fractional-factorial static hybrid model.

3.3. iDoE Hybrid Model Performance on Predicting the Biomass
Concentration

A comprehensive demonstration of the performance of the iDoE
hybridmodel using the test set is presented in Figure 3. The iDoE

hybridmodel predicted the biomass concentration for all 31 static
cultivations in the scatter plot (Figure 3A) and on nine particular
static fed-batch fermentations, that is, three fed-batch fermen-
tations per induction strength, each performed with one of the
three intended specific growth rates (Figure 3B–D).
The iDoE hybrid model displayed an exceptional ability to

predict the analytical biomass results of the static runs with
high accuracy over the entire cultivation time. With induction
strengths of 0.2 (Figure 3B) and 0.5 (Figure 3C), the model pre-
dictions for all fed-batch fermentations were highly accurate,
including the tightly distributed PIs. At the induction strength
of 0.9 (Figure 3D), higher CPP impacts on the state variables
were observed, impeding the predictions. This was also visible
by the broader PIs. The presented static fed-batch fermentations
DoE #18 and DoE #27 are not perfectly covered by the iDoE hy-
brid model, which displayed a decrease in the biomass concen-
tration. This misprediction was not observed for the third repre-
sentative cultivation (DoE #7), for which the biomass trend was
predicted well.

3.4. iDoE Hybrid Model Performance on Predicting the Soluble
Product Titer

As with the biomass concentration, the performance of the iDoE
hybrid model for predicting the soluble product titer of all 31
static cultivations is showcased in Figure 4. To obtain a consistent
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Figure 4. Performance of the bootstrap-aggregated iDoE hybridmodel in predicting the soluble product titer of the 31 test cultivations. A) The scatter plot
of the hybridmodel on the training data (orange dots) and the test data (cyan triangles). Themodel predictions for the individual fed-batch fermentations
are displayed for each induction strength. For B) I 0.2, C) I 0.5, and D) I 0.9, the analytical results (symbols), the respective prediction (solid lines), and
the PI (dashed lines) of the iDoE hybrid model are indicated. The IDs of the presented fed-batch fermentations are listed.

impression of the iDoE model quality, the cultivations shown are
the same as those in Figure 3.
The iDoE hybrid model was able to predict the soluble prod-

uct titer of the full-factorial design space with adequate accu-
racy, as presented for the individual induction strengths. For
the induction strength of 0.2 (Figure 4B), accurate predictions
were observed for two out of three cultivations. Only cultiva-
tion DoE #3 displayed an overestimation of the analytical val-
ues. Similar behavior was also observed for one cultivation that
was performed with an induction strength of 0.5 (Figure 4C),

namely DoE #13, while predictions of the other two cultivations
matched the analytical values and displayed small PIs. Similar
results were obtained for a strength of 0.9 (Figure 4D). The trend
for two cultivations was not predicted completely well (DoE #7
and DoE #18), while the remaining cultivation was predicted
accurately.
A complete comparison of the predictive quality of the static

and intensified bootstrap-aggregated hybrid models, applied on
the respective test sets, is presented in Table 1 using the R2,
RMSE, and NRMSE as criteria for model comparison.

Table 1.Model comparison of the developed bootstrap-aggregated static hybrid models and the bootstrap-aggregated iDoE hybrid model. The results of
the three models applied to the respective test sets are presented, including the respective R2, RMSE, and NRMSE, all rounded to two decimal places,
and the required number of experiments. The number of fed-batch fermentations used for model training and model testing is indicated in brackets.

Full-factorial static hybrid
model[20](N = 25 + 6)

iDoE hybrid model
(N = 9 + 6)

Fractional-factorial static
hybrid model (N = 9 + 31)

iDoE hybrid model
(N = 9 + 31)

Target variable Biomass Product Biomass Product Biomass Product Biomass Product

R2 0.98 0.97 0.98 0.88 0.97 0.91 0.97 0.91

RMSE [g L−1] 1.10 0.22 1.12 0.33 1.29 0.39 1.19 0.33

NRMSE [%] 5.77 19.14 5.86 28.65 6.83 33.53 6.30 28.37

No. of experiments 31 9 9 9
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4. Discussion

The evaluation of the iDoE approach (Figure 1) on a full -factorial
design space and the quality of the generated data sets was of pri-
mary interest in this study. The investigation into the compara-
bility of the DoE and iDoE setups on a cellular level was crucial
and of high interest for the consecutive modeling steps. Applying
the described intra-experimental shifts, it was demonstrated that
the cells can cope with the iDoE setup and the easy to express re-
combinant human superoxide dismutase. We showed that cells
are able to rapidly adapt to new process conditions within 1 h
after the change of conditions (Figure S2, Supporting Informa-
tion) and, regarding the outcome, that the shift direction does
not matter (Figure S3, Supporting Information). Hence, the de-
fined intervals between the changes of process conditions were
not too short, providing cells adequate residence times for each
CPP setting. Moreover, the exploratory data analysis of the DoE
and iDoE data in Figure S5, Supporting Information, displayed
no significant differences on the cellular and process level be-
tween both approaches. These results also strongly support the
assumption that appropriate CPP shifts do not provoke persistent
cellular memory effects. In addition to information on dynamics
in response to changes, iDoE data displays similar information
content as data from conventional static experiments, which can
be seen as sound basis for more detailed data interpretation via
modeling approaches. However, the general usability of the iDoE
approach must be investigated, for example, for more input fac-
tors, a variety of target proteins with different characteristics, for
example, cytotoxicity, and especially the applicability on other or-
ganisms.
From a modeling and prediction perspective, hybrid models

utilizing either iDoE or DoE data were evaluated with respect
to their prediction performance. The hybrid model established
with iDoE data was able to predict the biomass for the test data
set (Figure 3), containing all static DoE cultivations (N = 31),
with an accuracy similar to the static full-factorial hybrid model.
There was also good accordance with the analytical error of the
biomass determination (3.6%). The prediction performance for
soluble product titer was on an acceptable level and again com-
parable to predictions with the full-factorial hybrid model (Fig-
ure 4). In general, it also has to be kept in mind that the test set
for the full-factorial static hybrid model consisted of only six cul-
tivations which were used to calculate the RMSE, NRMSE, and
mean SD. Therefore, its performance in comparison to the iDoE
hybrid model, using 31 cultivations in the test set, should not
be overrated. We also verified the potential of the idea to save
time and costs simply by reducing the number of static experi-
ments. Therefore, a fractional-factorial data set, comprising only
the center point and the corners of the static DoE, was used for
model building (Figure S4, Supporting Information). This ap-
proach resulted in a model with significantly reduced prediction
quality and a strongly increased model uncertainty (Figure 2).
The results, summarized in Table 1, clearly demonstrate the su-
periority of iDoE data which is most probably based on a signifi-
cantly increased information entropy, as every single iDoE exper-
iment contains data from three different CPP settings. With the
prospect for process control, accurately modeling the response
to a variable that changes over time is a great advantage. Even
though the inputs to the ANN, that is, the three chosen CPPs, do

not fully describe all possible process responses, these are easily
controllable, thus enabling model predictive control applications
in the future.
Further, the somehow limited prediction performance for the

soluble product titer observed for all hybrid models built in this
study is most likely caused by the formation of nonproducing
subpopulations during the induction phase of the process. In E.
coli cell banks, the presence of a small population of plasmid-free
cells is a known phenomenon and even application of selection
pressure along the production process rendered to be of limited
efficiency in suppressing this subpopulation during the produc-
tion phase.[37] As we assume a homogeneous population of pro-
ducer cells, in Equation 2, this decoupled the biomass from the
product formation. The key problem in this context is that there
is no information on the distribution of producer and nonpro-
ducer in our datasets. There is no analytical method available that
facilitates differentiation between producing and nonproducing
subpopulations with the required accuracy or, for example, with-
out introducing an additional fluorescent protein, which is not
applicable for industrial production processes. As the load level,
triggered by product formation, directly impacts the difference in
growth rates of these subpopulations, we introduced the PL con-
cept. The obtained PL values (up to 30%), presented in Figure S6,
Supporting Information, were in good accordance with the refer-
ence literature[30] and, further, are reasonable from a metabolic
point of view, that is, an increase in the induction strength, as well
as the cultivation temperature, raised the PL. We are aware that
the pure description of the PL is not the solution to the occurring
limitations of accurately predicting the soluble product titer but
rather a starting point to this multidimensional restriction of the
model performance, which we are not able to fully explain. How-
ever, this limitation will remain at the moment, since a precise
analytical method to approach this nonproducing population is
not available. As the limiting problem for more accurate predic-
tions is known, we anticipate a predictive improvement by incor-
porating a suitable term in the white box, that is, solely taking the
producer population for the product formation into account and
not the entire predicted biomass. This again highlights the ad-
vantages of knowledge incorporation using hybrid models. How-
ever, for systems with constitutive product formation, and there-
fore without selection pressure introduced by induction, the pre-
dictability of the product is assumed to be much higher.
In conclusion, the concept of performing iDoE is rather new

in upstream processing, and it has never before been tested in a
comprehensive comparison between static and dynamic cultiva-
tions of a full-factorial design space. Besides the more common
considerations, for example, which process variables will be an-
alyzed and which data will be measured, a major and more con-
ceptional matter must be considered when an iDoE is designed:
the conduction of the intra-experimental CPP shifts. Adequate
time for the adaption of the cells in each phase, the number of
shifts per cultivation, and a reasonable direction of all shifts and
their magnitudes are highly important in generating meaningful
process data.
Further, we do not propose iDoE for the discovery of an un-

known design space where particular CPP combinations can lead
to irreversible cell damage. If cells do not recover after a shift, the
following learning rate of the hybridmodelmight be very low and
inaccurate. Additionally, the number of required cultivations was

Biotechnol. J. 2020, 2000121 2000121 (9 of 10) © 2020 The Authors. Biotechnology Journal published by Wiley-VCH Verlag GmbH & Co. KGaA



www.advancedsciencenews.com www.biotechnology-journal.com

significantly reduced compared to the full-factorial static hybrid
model, that is, the application of iDoE in this study led to an accel-
eration of the process characterization time by more than 66%,
while the analytical effort increased by 20% due to the temporal
higher sampling frequency. This is also highly valuable from the
economical aspect to keep up in terms of budget restrictions, that
is, saving working hours and raw materials for the preparation
and execution of the fermentation of two thirds of the complete
experimental setup.
Furthermore, the iDoE provided a lot of information about the

behavior of cells to changes in the process which enabled the de-
velopment of a hybrid model with a good generalization ability.
Since a lot of information was gathered on how cells react on
process changes, utilizing the iDoE hybrid model structure for
advanced process control is the logical next step. The great poten-
tial for using iDoE in combination with hybrid models to speed
up process characterization, as was demonstrated in this work,
is of high interest for the biopharmaceutical industry, for exam-
ple, to keep up with timelines, budget restrictions, and return on
investments.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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CPP Combination Settings for the Static Cultivations 

The CPPs, investigated in this DoE study, are introduced in the Materials & Methods section of the 

main manuscript (2.1). The static CPP combination settings for the static fed-batch fermentations 

(DoE) are presented in Table S1. 

  



Table S1. Static CPP combination settings of the characterized design space. Each parameter of the design space, 

namely, the specific growth rate in h-1, the induction strength in µmol IPTG/g cell dry mass (CDM), and the cultivation 

temperature in °C, was investigated at three levels. The settings for the static fed-batch fermentations (DoE) and the 

number of repetitions are listed 

 

CPP setting 

 

specific growth rate 

[h-1] 

 

temperature 

[°C] 

 

induction strength 

[µmol IPTG/g CDM] 

DoE #1 0.10 30 0.2 

DoE #2 0.10 34 0.2 

DoE #3 0.10 37 0.2 

DoE #4 (n = 2) 0.10 30 0.5 

DoE #5 0.10 34 0.5 

DoE #6 0.10 37 0.5 

DoE #7 0.10 30 0.9 

DoE #8 0.10 34 0.9 

DoE #9 (n = 3) 0.10 37 0.9 

DoE #10 0.15 30 0.2 

DoE #11 0.15 34 0.2 

DoE #12 0.15 37 0.2 

DoE #13 0.15 30 0.5 

DoE #14 0.15 34 0.5 

DoE #15 0.15 37 0.5 

DoE #16 0.15 30 0.9 

DoE #17 0.15 34 0.9 

DoE #18 0.15 37 0.9 

DoE #19 0.20 30 0.2 

DoE #20 0.20 34 0.2 

DoE #21 0.20 37 0.2 

DoE #22 (n = 2) 0.20 30 0.5 

DoE #23 0.20 34 0.5 

DoE #24 0.20 37 0.5 

DoE #25 0.20 30 0.9 

DoE #26 0.20 34 0.9 

DoE #27 0.20 37 0.9 

  



CPP Combination Settings for the Intensified Cultivations 

The intra-experimental CPP shifts are introduced in the Materials & Methods section of the main 

manuscript (2.2). The iDoE CPP combination settings, as well as the CPP shifts, for the intensified 

fed-batch fermentations are presented in Table S2. 

 

Table S2. iDoE CPP combination settings of the characterized design space. Each parameter of the design space, namely, 

the specific growth rate in h-1, the induction strength in µmol IPTG/g CDM, and the cultivation temperature in °C, was 

investigated at three levels. The settings for the intensified fed-batch fermentations are listed and the CPP shifts are 

listed 

 

CPP setting 

specific 

growth rate 

[h-1] 

 

temperature 

[°C] 

 

induction strength 

[µmol IPTG/g CDM] 

 

shift #1 

 

shift #2 

 

iDoE #1 

 

0.10 

 

37 

 

0.2 
37°C  34 °C 

0.10 h-1  0.20 h-1 

 

0.20 h-1  0.10 h-1 

 

iDoE #2 

 

0.10 

 

30 

 

0.5 

 

30°C  34 °C 
34°C  37 °C 

0.10 h-1  0.20 h-1 

iDoE #3 0.10 34 0.9 34°C  37 °C 0.10 h-1  0.15 h-1 

 

iDoE #4 

 

0.15 

 

37 

 

0.2 
37°C  30 °C 

0.15 h-1  0.10 h-1 

30°C  34 °C 

0.10 h-1  0.15 h-1 

iDoE #5 0.15 30 0.5 0.15 h-1  0.20 h-1 30°C  34 °C 

iDoE #6 0.15 34 0.5 34°C  37 °C 0.15 h-1  0.10 h-1 

 

iDoE #7 

 

0.20 

 

30 

 

0.2 

 

30°C  37 °C 
37°C  30 °C 

0.20 h-1  0.15 h-1 

 

iDoE #8 

 

0.20 

 

37 

 

0.9 
37°C  34 °C 

0.20 h-1  0.15 h-1 

34°C  30 °C 

0.15 h-1  0.20 h-1 

 

iDoE #9 

 

0.20 

 

34 

 

0.9 
34°C  30 °C 

0.20 h-1  0.15 h-1 

 

0.15 h-1  0.10 h-1 

  



Analytical Results of the Intensified Design of Experiments 

The analytical results of the intensified fed-batch fermentations performed in the three 

two-dimensional induction planes are displayed as a function of the feed time in Fig. S1. The 

biomass (displayed as concentration and total) and the soluble product titer are shown for all 

nine iDoE settings, which are listed in Table S2. The utilized induction plane is indicated with the 

same color code as in Fig. 1 in the main manuscript, i.e., orange (0.2), green (0.5) and blue (0.9). 

The varying feed durations occur due to the shifts of the specific growth rate. 

 

Figure S1. Analytical results for the biomass and soluble product titer of the intensified fed-batch fermentations. The 

variables are displayed as a function of the feed time for the biomass concentration (A), the total biomass (B) and the 

soluble product titer (C). To indicate the operated induction plane of these fermentations, the same color code is used 

for the data symbols as for the respective induction strength in Fig. 1, i.e., orange 0.2, green 0.5, and blue 0.9. 



The intensified fed-batch fermentations are discussed in the Materials & Methods section 

(2.2 & 2.3) of the main manuscript and a general overview of the analytical results is provided in 

Fig. S1. A more detailed example of how the intra-experimental CPP changes affect the trends of 

the biomass concentration and the soluble product titer, as well as how fast both process 

variables adapt to the new CPP settings, is presented in Fig. S2. The exemplary intensified 

fed-batch fermentation was performed using the CPP settings of iDoE #1, as listed in Table S2. 

With the initial settings of µ = 0.10 h-1, 37 °C and the set induction of 0.2 µmol IPTG/g CDM. The 

first CPP shift was performed after 14 h of feed addition, to 34 °C and µ = 0.20 h-1. The second CPP 

shift was performed after 17.5 h of feed addition, to µ = 0.10 h-1. 

 

Figure S2. Illustrative example of an intensified fed-batch fermentation (iDoE #1). The biomass (orange squares) and 

soluble product titer (blue triangle) are presented as a function of the feeding time. The dashed grey line indicates the 

time point of induction after one doubling time. The remaining doubling times, at which CPP shift #1 (3rd generation) 

and CPP shift #2 (4th generation) took place, are highlighted in light blue and light green, respectively.  



Investigation of a memory effect due to the direction of CPP shifts 

To verify that no memory effect from one CPP shift to another takes place and to exclude a 

potential dependency on the shift direction, an additional intensified fed-batch fermentation was 

executed, i.e., iDoE #3 in the opposite direction. This exemplary fed-batch fermentation was 

chosen since the herein executed CPP combination settings (highest induction strength and high 

cultivation temperatures) displayed the highest impact on the biomass concentration and 

product titer in the static fed-batch fermentations. Thus, if the CPP shifts or the starting point 

cause a memory effect, it will most likely be observed in this comparison. 

The starting point and CPP shift direction of iDoE #3 are listed in Table S2, with the initial settings 

of µ = 0.10 h-1, 34 °C and the set induction of 0.9 µmol IPTG/g CDM. The first CPP shift was 

performed to 37 °C and the second CPP shift to µ = 0.15 h-1. Therefore, the reversed iDoE #3 

started with the CPP combination settings from the process end of iDoE #3, i.e., 37 °C and 

µ = 0.15 h-1. Accordingly, the first CPP shift was performed to µ = 0.10 h-1 and the second CPP shift 

to 34 °C, 

The biomass and the product titer of both intensified fed-batch fermentations are displayed as 

concentration and in total for this comparison in Fig. S3. Herein, to enable this comparison, the 

entire expressed product (soluble and insoluble fraction) is displayed and the feed time is 

normalized. Both these steps were done to avoid any distortion due to the different cultivation 

durations by the applied intended specific growth rate. 

 

 

 

 

 



Figure S3. Comparison of two opposingly performed intensified fed-batch fermentations to investigate a potential 

memory effect. The analytical results for the biomass (concentration (A) and in total (B)) and the product 

(concentration (C) and in total (D)) for iDoE #3 (blue squares) and the reversely performed iDoE #3 (reversed) (orange 

triangles) are displayed. The dashed grey line indicates the time point of induction after one doubling time. The 

remaining doubling times, at which CPP shift #1 (3rd generation) and CPP shift #2 (4th generation) took place, are 

highlighted in light blue and light green, respectively. 

The investigation of a potential impact of the starting point and direction of the CPP shifts in 

Fig. S3 revealed no visible difference between both opposingly performed intensified fed-batch 

fermentations. Even though the counterpart of iDoE #3 was performed in the opposite direction, 

and therefore has undergone the same CPP combination settings in a reversed order, both fed-

batch fermentations displayed a highly similar outcome for the biomass and the product. With 

respect to the analytical results, iDoE #3 displayed a biomass concentration of 18.56 g/L at the 

end of the process, while its reversed counterpart reached 19.56 g/L (Fig. S3A). This equals a total 



biomass of 222g (iDoE #3) and 230g (iDoE #3 reversed) (Fig. S3B). The same is observed for the 

product titer with 2.62 g/L (iDoE #3) and 2.84 g/L (iDoE #3 reversed) in Fig. S3C and the total 

product with 30.07 g (iDoE #3) and 32.39 g (iDoE #3 reversed) in Fig. S3D. These slight 

differences between the end values of both processes are in the range of the analytical uncertainty 

and process deviation. 

Moreover, it is shown that both fed-batch fermentations adapt to the new CPP combination 

settings after a shift, regardless of the previous settings. These findings further support the 

assumption that despite these harsh process conditions, no memory effect took place and that in 

our chosen setup, the direction of the shifts does not have an impact on the outcome of the 

process. 

  



Training Data utilized for the different Hybrid Models 

The three developed hybrid models, i.e., the full-factorial static hybrid model, the 

fractional-factorial static hybrid model and the iDoE hybrid model, were introduced in the 

Materials & Methods section (2.6.1) of the main manuscript. The varying numbers of experiments, 

used as inputs for model building, all derived from the investigated three-dimensional design 

space, are presented in Fig. S4. In the intensified approach, the induction strengths were 

separated into three induction planes, wherein the intra-experimental shifts were performed. 

 

Figure S4. Graphical representation of the utilized data for training the hybrid models. The full-factorial static hybrid 

model was developed using the complete three-dimensional design space (A), while for the fractional-factorial static 

hybrid model only the center point and the corners were utilized (B). The iDoE hybrid model was developed using all 

intensified cultivations, performed in the three two-dimensional induction planes (C). The levels of the three CPPs, 

namely the via the feed adjusted specific growth rate, the induction strength and the temperature are indicated. The 

induction strengths and the induction planes are highlighted in different colors (orange 0.2, green 0.5 and blue 0.9). In 

the case of the fractional-factorial static hybrid model, CPP combination settings not used for model training are grayed 

out. 

For the development of the previously derived full-factorial static hybrid model, the maximum 

number of cultivations, i.e., all 27 CPP combination settings of the design space, were assessed 

(Fig. S4A). To bridge between the static and intensified approach and to elaborate the comparison 

of these, also the fractional-factorial static hybrid model was developed (Fig. S4B). Herein, the 

number of cultivations for model training was reduced to nine, i.e., only the center point and the 

corners were used and the test set was expanded to the complete static data set, i.e., the same 

setup as for the iDoE approach was assessed. The iDoE hybrid model was developed using the 



nine intensified cultivations, i.e., three per induction plane, allowing to characterize the entire 

design space (Fig. S4C). With these three developed models, fair comparison between the 

approaches was possible by evaluating the performance of a full-factorial static hybrid model, a 

fractional-factorial static hybrid model and the iDoE hybrid model. 

  



Exploratory Data Analysis of the Static and Intensified Cultivations 

The online available process data and the 2D fluorescence data were presented in the Materials 

& Methods section (2.1) of the main manuscript. The exploratory data analysis of the DoE and 

iDoE cultivations was described in the Materials & Methods section (2.5) of the main manuscript. 

PCA and PARAFAC were performed to detect latent structures, accountable for the variance in the 

data and to investigate a possible memory effect by applying iDoE.  

To investigate how these structures contributed to explaining the variance in the online process 

data, namely, the cultivation temperature, the accumulated feed, the accumulated inductor, and 

the base consumption, PCA was performed. Underlying differences between both cultivation 

approaches, indicating metabolic differences or a potential memory effect, can be uncovered if 

they exhibit different patterns. By applying PARAFAC on the 2D fluorescence data, the spectra 

were decomposed into three modes, each containing specific information about underlying 

factors. The first mode represents the compounds' time course, the second mode represents the 

exact excitation wavelength, and the third mode represents the exact emission wavelength of the 

respective compound. By merging the information of the second and third mode, the location of 

each factor is identified in the 2D spectrum, which makes PARAFAC a suitable candidate for 

analyzing 2D fluorescence spectra. The PCA and PARAFAC results of the two fermentation 

approaches are compared in Fig. S5. 

 



 

Figure S5. Comparison of the online process data of the static and intensified fed-batch fermentations, using PCA and 

PARAFAC. The explained variance by the principal components for the complete online data (standard process 

variables and the fluorescence spectra) of the static DoE (respectively, 60.3 % (PC1), 26.1 % (PC2) and 6.7 % (PC3)) 

and iDoE (respectively, 65.9 % (PC1), 23.3 % (PC2) and 3.1 % (PC3)) is shown (A). PARAFAC of the 2D fluorescence 

data located the three most relevant underlying fluorescent compounds, in the 2D fluorescence spectra. For the 

2D fluorescence spectrum of the static fed-batch fermentations (B) the wavelength combinations ex450/em530 (1), 

ex370/em470 (2) and ex510/em570 (3) were identified. For the intensified fed-batch fermentations (C) the same 

excitation/emission combinations were identified, except for the third compound, represented by ex490/em570 

instead. The fluorescence free area and the fluorescence intensity (color bar ranging from blue (low) to red (high)) are 

indicated. 

 



The PCA results of the complete online process data demonstrate that for both approaches, two 

PCs explain already approximately 90 % of the variance in the online data (Fig. S5A), displaying 

a similar distribution. Besides the three CPPs, also the base consumption was considered for the 

PCA and the comparison of the DoE and iDoE data because it is highly correlated to the biomass 

formation. This makes it an ideal and well-suited indicator for deviations in the metabolism due 

to the CPP shifts, e.g., if the cells would stop consuming the base after a shift, which is not the case 

in the static cultivations. This different consumption trend would be visible in the PCA. However, 

the PCA did not reveal any significant difference between both approaches, indicating a similar 

process behavior and no metabolic aberrations. 

The measurements obtained from the 2D fluorescence probe are not specific for any analyte, i.e., 

ex/em wavelength pairs and the respective fluorescence intensity. To be able to draw conclusions 

from the obtained 2D fluorescence spectra, exploratory data analysis was performed to set these 

into causal relationships. With respect to the added value of utilizing such a probe during 

cultivations, its measurements are non-invasive, non-destructive, available without any time 

delay and take the entire cell broth (cells and supernatant) into account, also delivering 

information about the cell status, compared to, e.g., HPLC measurements. The comparison of the 

2D fluorescence spectra of the static and intensified fed-batch fermentation using PARAFAC was 

considered and granted a deeper insight, regarding process understanding on a basic metabolic 

level. 2D fluorescence enables the sensing of metabolic compounds associated with the cell 

concentration, as it has been discussed elsewhere [1], (Fig. S5B & C). Herein, it has been shown 

that the first two fluorescent compounds in both approaches are identical. While for a previous 

paper only the first two compounds were presented, this time the first three were investigated to 

look deeper into the 2D fluorescence data. The excitation wavelength of the third compound was 

shifted from 510 nm (in the static) to 490 nm (in the intensified approach). However, it is 

probably the same compound and the shift is caused by the calibration only. Even though it cannot 

be excluded that the patterns of nonfluorescent compounds change, the three identified peaks in 

the 2D fluorescence spectra were identical in both the static and iDoE. 



These findings of the exploratory data analysis indicate that during intra-experimental CPP shifts 

no metabolic switch took place, as also demonstrated in Fig. S3. Further, the cells can rapidly 

adapt to the new CPP settings (also seen in Fig. S2) and are not permanently altered due to 

previous CPP settings. Since no memory effect of the cells was observed, the applicability of the 

iDoE hybrid model approach to predict the outcome of the static fed-batch fermentations is given 

with high likelihood. 

  



Metabolic Burden of Recombinant Protein Production 

The CPP combination settings of the noninduced fed-batch fermentations, introduced in the 

Materials & Methods section of the main manuscript (2.1), utilized to calculate the production 

load (PL), are presented in Table S3. 

 

Table S3. CPP combination settings of the noninduced fed-batch fermentations. The parameter settings for the 

noninduced fed-batch fermentations (Non-Ind), namely, the specific growth rate in h-1, the induction strength in µmol 

IPTG/g CDM, and the cultivation temperature in °C, are listed 

 

CPP setting 

 

specific growth rate 

[h-1] 

 

temperature 

[°C] 

 

induction strength 

[µmol IPTG/g CDM] 

Non-Ind #1 0.10 30 0 

Non-Ind #2 0.10 34 0 

Non-Ind #3 0.10 37 0 

Non-Ind #4 0.15 30 0 

Non-Ind #5 0.15 34 0 

Non-Ind #6 0.15 37 0 

Non-Ind #7 0.20 30 0 

Non-Ind #8 0.20 34 0 

Non-Ind #9 0.20 37 0 

 

It is known that the induction of the cells to start product formation, decreases the specific growth 

rate in relation to the respective noninduced CPP combination setting. This metabolic burden, 

introduced by recombinant protein production during the cultivation, is assumed to enhance the 

growth of a nonproducing subpopulation in the previous study and therefore was investigated 

more closely [2], as presented in the Materials & Methods section (2.1) of the main manuscript. If 

additionally, a small nonproducing subpopulation is already present at the time point of 

induction, this population without plasmid can grow faster than its counterpart, which is forced 

to produce the target protein. To make an educated guess about metabolic burden for each CPP 

combination setting, the additional term of the PL, i.e., the decrease in the specific growth rate of 

the producing population compared to the respective noninduced cultivation, as presented 



elsewhere [3], was introduced (Eq. S1). To calculate the PL, the average specific growth rate of 

the induced fed-batch cultivation (µinduced) after induction and the respective noninduced 

cultivation (µnoninduced) was considered. Regarding the calculation of the PL, we are aware that 

herein µinduced consists of a mixed population of both, producer and nonproducer cells, making this 

calculation less precise. 

𝑃𝐿 =  1 −
µ𝑖𝑛𝑑𝑢𝑐𝑒𝑑

µ𝑛𝑜𝑛𝑖𝑛𝑑𝑢𝑐𝑒𝑑
     (S1) 

For the static DoE cultivations, this value is specified for each DoE set-point and was assessed for 

all CPP combination settings. These calculated PL values were fitted to a surface, using a full 

quadratic function, to individually display them for each induction plane and further provided as 

the mean of each induction plane in Fig. S6. 

  



 

 

Figure S6. Values of the production load for the entire design space. The full quadratic response surface model of the 

production load and the SD (triangles) is displayed as a function of the temperature and the specific growth rate. This 

is done for each induction plane separately, i.e., I 0.2 (A), I 0.5 (B) and I 0.9 (C). The color scale indicates the values from 

dark blue (lowest value) to red (highest value). The mean values of each induction plane and the respective SD are 

indicated as bars (D). 

The calculated PLs are highly dependent on the induction strength and also follow a consistent 

trend towards higher cultivation temperatures. This results in a PL range of 8.5-12.7 % for the 

induction strength 0.2 (Fig. S6A), 16.1-24.2 % for the induction strength 0.5 (Fig. S6B), and 

15.0-29.5 % for the induction strength 0.9 (Fig. S6C). The mean PLs after the induction of 

11.1 % (±3.3 %, I = 0.2), 18.3 % (±4.6 %, I = 0.5), and 22.1 % (±5.3 %, I = 0.9) were calculated and 

shown in Fig. S6D. 



Although there is currently no analytical method available to precisely distinguish between 

producers and nonproducers, these values give an indication about the gradient with which the 

nonproducing cells have an advantage over the producing cells per induction plane, and more 

specific per CPP combination setting. This formed subpopulation does not have an influence on 

predicting the biomass, because, in fact, it is also biomass. However, it decreases the performance 

on predicting the soluble product titer, since Eq. 2 (main manuscript) takes all cells into account 

for the calculation of the soluble product titer, i.e., it is assumed that more cells are producing the 

recombinant protein, as it is the case. 

Also, the formation of inclusion bodies due to CPP combination settings is an interesting factor 

that may be present in the PL and potentially interferes with the prediction of the soluble product 

titer. In the static fed-batch fermentations, we measured insoluble target protein in 6/29 CPP 

combination settings (up to 50% of the total protein amount), all linked to a cultivation 

temperature of 37°C at the induction strengths 0.5 and 0.9, i.e., DoE #6, #9, #15, #18, #24 and 

#27. Likewise, such behavior was observed for the iDoE fed-batch fermentations at similar 

settings, resulting in smaller values since herein the process conditions were shifted to more 

favorable CPP combination settings. Here, insoluble protein was measurable in 4/9 iDoE CPP 

combination settings (up to 29% of the total protein amount), i.e., iDoE #2, #3, #6 and #8. The 

amount of formed inclusion bodies displays a similar trend towards higher cultivation 

temperatures and higher induction strengths likewise as the PL. This suggests that an increasing 

PL promotes this inclusion body formation and additionally complicates the prediction of the 

soluble product titer. 

Therefore, these findings are a first indication of how to approach the issues with respect to 

predicting the soluble product titer more accurately. Nevertheless, a major issue remains to be 

solved before the incorporation of this term in the white box is possible, i.e., we are only able to 

measure the entire mixed population and cannot discriminate between producers and 

nonproducers and an analytical method to precisely quantify the size of the nonproducing 



subpopulation, to confirm this hypothesis, is still unknown. We also tried streaking on plates with 

and without antibiotics, but the error introduced by heavy dilution to reach countable numbers 

of clones per plate, is too high to obtain reasonable numbers for the subpopulation.  
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