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Abstract

Sediment management is becoming an increasingly important challenge in river
engineering. Measures for maintaining sediment continuity require detailed un-
derstanding of underlying transport processes on different scales. Hence the aim
of this research is to study hydrodynamic processes related to sediment transport
with respect to their process scale using computational fluid dynamics (CFD).
Hydrodynamics and sediment transport have been modelled with different levels
of turbulence resolution and particle-fluid momentum coupling. The unsteady
development of a sediment plume was studied using a fully two-way coupled
Euler-Lagrange large-eddy simulation (LES) model. Results suggest that this
transport process undergoes three phases: (i) acceleration phase, (ii) transport
phase and (iii) deposition phase. Sediment transport is characterized by differ-
ent processes in those phases. This needs to be considered for parametrization
of sediment transport in large-scale models. Using a second LES model forces
on a sediment particle mounted to the channel bed at different exposure levels
were studied. Results show strong influence of very large-scale coherent motion
on particle entrainment.
An in-house code for the solution of the Reynolds-averaged Navier-Stokes equa-
tions (RANS) for rivers has been extended to model particle-driven gravity cur-
rents in reservoirs. Validation showed good agreement of model results with ex-
perimental data from literature. The developed model can serve as a strategic
evaluation tool for optimising sediment management in reservoirs. In addition the
implementation of buoyant forces can be an efficient parametrization of processes
during the development of a sediment plume as they have been observed on the
small-scale LES model.

Keywords: Computational fluid dynamics, Large-eddy simulation, Multiphase
flow, Reynolds-averaged simulation, Sediment;



Zusammenfassung

Sedimentmanagement wird zu einer größer werdenden Herausforderung im Fluss-
bau. Maßnahmen zur Erhaltung der Sedimentdurchgängigkeit erfordern detail-
liertes Verständnis der zugrunde liegenden Transportprozess auf verschiedenen
Skalen. Ziel dieser Arbeit ist die Untersuchung von Hydrodynamik in Verbindung
mit Sedimenttransportprozessen unter Berücksichtigung der Prozessskala mittels
numerischer Simulationen (CFD).
Hydrodynamische Strömungen und Sedimenttransport wurden mit unterschiedli-
chem Detaillierungsgrad der Turbulenzauflösung und des Impulsaustausches zwi-
schen Partikeln und Fluid modelliert. Die instationäre Entwicklung einer Sedi-
mentwolke wurde mit einem Euler-Lagrange LES-Modell unter vollständiger Be-
rücksichtigung des Impulsaustausches zwischen Wasser und Sediment untersucht.
Aus den Simulationsergebnissen sind drei Phasen dieses Transportprozesses er-
kennbar: (i) Beschleunigungsphase, (ii) Transportphase und (iii) Ablagerungs-
phase. Sedimenttransport wird in diesen Phasen durch unterschiedliche Prozesse
charakterisiert. Dies muss bei einer Parametrisierung des Sedimenttransports in
großskaligen Modellen berücksichtigt werden. Mittels eines zweiten LES-Modells
wurden Kräfte auf ein an der Sohle befestigtes Sedimentpartikel unter verschiede-
nen Abschirmungsgraden untersucht. Die Ergebnisse zeigen einen starken Einfluss
von sehr großen Turbulenzstrukturen auf den Bewegungsbeginn.
Ein In-House Code zur Lösung der Reynolds gemittelten Navier-Stokes Gleichun-
gen (RANS) für Flüsse wurde zur Modellierung von Trübeströmungen in Spei-
chern erweitert. Die Validierung zeigte gute Übereinstimmung der Modellergeb-
nisse mit Daten von Experimenten aus der Literatur. Das entwickelte Modell
kann als Werkzeug zur Planung von Sedimentmanagement in Speichern verwen-
det werden. Zusätzlich kann die Implementierung der Auftriebskräfte eine effizi-
ente Parametrisierung von Prozessen darstellen, die im Zuge der Entwicklung der
Sedimentwolke im feinskaligen LES Modell beobachtet wurden.

Schlagworte: Numerische Strömungsmodellierung, Large-eddy simulation, Mehr-
phasenströmung, Reynolds-gemittelte Strömungssimulation, Sediment;
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NOMENCLATURE

Nomenclature
Latin symbols
c . . . . . . . . . . . . . . . . . . . volumetric particle concentration [c] = 1
F b . . . . . . . . . . . . . . . . . buoyant force [F b] = N
f . . . . . . . . . . . . . . . . . . . particle distribution function [f ] = s kg−1 m−4

g . . . . . . . . . . . . . . . . . . . acceleration due to gravity [g] = m s−2

g′ . . . . . . . . . . . . . . . . . . reduced gravitational acceleration [g′] = m s−2

k . . . . . . . . . . . . . . . . . . . turbulent kinetic energy [k] = m2 s−2

R . . . . . . . . . . . . . . . . . . effective density ratio [R] = 1
St . . . . . . . . . . . . . . . . . . particle Stokes number [St] = 1
Sφ . . . . . . . . . . . . . . . . . . source term of φ
t . . . . . . . . . . . . . . . . . . . time [t] = s
u . . . . . . . . . . . . . . . . . . fluid velocity [u] = m s−1

v . . . . . . . . . . . . . . . . . . . particle velocity [v] = m s−1

y+ . . . . . . . . . . . . . . . . . dimensionless wall distance [y+] = 1

Greek symbols
Γ . . . . . . . . . . . . . . . . . . . diffusivity of a conservative property
ε . . . . . . . . . . . . . . . . . . . rate of dissipation of k [ε] = J kg−1 s−1

ρ . . . . . . . . . . . . . . . . . . . density [ρ] = kg m−3

φ . . . . . . . . . . . . . . . . . . . conservative property
Ω . . . . . . . . . . . . . . . . . . control volume

Operators

∇ =


∂
∂x
∂
∂y
∂
∂z

 . . . . . . . . . Nabla operator

�̇ . . . . . . . . . . . . . . . . . . Lagrangian derivative
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1. Literature review

1 Literature review

1.1 Sediment management

Sediment transport plays an important role related to future challenges in hy-
draulic engineering (Tritthart, 2012; Hauer et al., 2018). Requirements for the
ecological functioning of river ecosystems as well as for human uses of rivers and
flood protection have to be balanced (IWHW, 2016; Hauer et al., 2018). Despite
these increasing challenges there is only limited awareness of this issue. There are
still no summarising studies on sediment management. Consequently legal frame-
works such as the European Water Framework Directive (European Comission,
2000) and technical standards and norms do not specifically deal with this topic
(Hauer et al., 2018).
Reservoir sedimentation is one of the challenges resulting from insufficient sedi-
ment management. Storage capacity is lost affecting energy production (Haber-
sack et al., 2000) and sediment continuity interrupted (Boes et al., 2014; Hauer
et al., 2018). Different approaches are applied to tackle the problem. In sum-
marising literature they are categorised in different ways. Boes et al. (2014) for
example group sediment management measures for reservoirs by the time they
are taken with respect to the sediment dynamics:

1. Prevention of sediment inflow into the reservoir,

2. routing of sediments and

3. a posteriori removal of sediments after their accumulation inside the reser-
voir.

A slightly different concept of grouping sediment management measures is pro-
posed by Hauer et al. (2018). According to their concept sediment management
measures are grouped by the location they are implemented at:

1. Catchment wide measures,

2. measures in the reservoir and

3. measures at the dam.

Examples for particular sediment management strategies are reduction of sedi-
ment inflow through measures reducing erosion in the catchment (group 1 ac-
cording to Boes et al., 2014 and Hauer et al., 2018).
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I Introduction

A typical measure in the reservoir (group 2 according to Hauer et al., 2018) would
be dredging of sediment and dumping it downstream of the dam or reservoir flush-
ing (e. g. Esmaeili et al., 2017; group 3 according to Boes et al., 2014). Routing of
sediments (group 2 according to Boes et al., 2014) can be accomplished through
sediment bypass tunnels or venting of turbidity currents. Sediment bypass tunnels
typically have inlets near the entrance of the reservoir and are mainly suitable for
diverting bed load (group 2 according to Hauer et al., 2018). Venting (group 3
according to Hauer et al., 2018) is most efficient for suspended sediments. They
are transported through the reservoir by turbidity currents and released through
bottom outlets at the dam (Boes et al., 2014).
Routing or venting of sediments are particularly appreciated for both, economical
and ecological reasons. In terms of economical benefits, they allow to minimise
water losses with respect to the amount of water which would be lost by flushing.
As venting enables to maintain sediment continuity to a high degree impacts on
ecology and river morphology are reduced (Chamoun et al., 2016).
Routing of sediments by venting or through bypass tunnels requires detailed know-
ledge of the path of sediment through the reservoir (Chamoun et al., 2016). The
position and construction of the inlet structure of such a diversion system has to
be optimized with respect to maximum potential sediment intake (IWHW, 2016).
Another challenge concerning sediment bypass tunnels is invert abrasion which is
observed on such structures (Auel, 2014; IWHW, 2016).

1.2 Sediment transport equations

For any of the above described sediment management strategies for reservoirs
detailed process understanding of the particular sediment transport processes can
substantially increase their efficiency (Hauer et al., 2018). Currently literature
is still lacking information on sediment transport in rivers and reservoirs (Hauer
et al., 2018). Models of sediment transport are often based on empirical formulas
(e. g. Tritthart et al., 2011b; Deltares, 2014). Mass continuity is used in the Exner-
equation for modelling bed elevation changes and river morphology (Tritthart
et al., 2011c; Tritthart et al., 2011a).
Initiation of motion is one of the main processes which needs to be captured by
bed load transport formulas (see also Section 1.3 below). Deterministic bed load
equations are based on the assumption of Du Boys (1879) stating that bed load
is transported in layers with highest velocities in the top layer and a balance of
bed shear stress and bed resistance in the lowest layer (Tritthart et al., 2011b).
Hence initiation of motion is based on a critical flow velocity (e. g. Hjulström,
1935), specific flow rate (e. g. Schoklitsch, 1934), water depth or bed shear stress
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1. Literature review

(e. g. Shields, 1936).
Deterministic equations proposed for modelling bed load by Tritthart et al. (2011b)
or implemented in the Delft3D modelling suite (Deltares, 2014) were developed by
Meyer-Peter and Müller (1948), Engelund and Hansen (1967), van Rijn (1984a),
Parker (1990), Rickenmann (1991), van Rijn (1993), Wu et al. (2000), Wilcock
and Crowe (2003) and Gaeuman et al. (2009). The equation by Meyer-Peter and
Müller (1948) has been modified by Hunziker (1995) for better representation of
armouring effects. Smart and Jäggi (1983) extended the equation of Meyer-Peter
and Müller (1948) for slopes up to 20%. Rickenmann (1991) and Rickenmann
(2001) also studied bed load transport for a wide range of bed slopes up to 17%.
In addition Rickenmann (1991) took suspended sediment concentrations up to
22.7% into account resulting in higher transport rates due to increased density
(Tritthart et al., 2011b). Equations by Engelund and Hansen (1967) and Ackers
and White (1973) allow to calculate total sediment transport, i. e. the sum of bed
load and suspended sediment transport (Tritthart et al., 2011b; Deltares, 2014).
Stochastic bed load equations treat initiation of motion as a probability problem.
Examples mentioned by Tritthart et al. (2011b) are the equations by Einstein
(1950) and Z. Sun and Donahue (2000). Their higher complexity allows more
accurate results only in special cases such as unsteady flow situations with highly
turbulent fluctuations. Thus they are hardly used in sediment transport models
(Tritthart et al., 2011b).
Advection-diffusion equations are used in many models for modelling suspended
sediment transport (Hauer et al., 2018). The equations by Rouse (1939) and Hunt
and Inglis (1954) provide estimates for the concentration profile in steady turbu-
lent flow. van Rijn (1984b) presented a method for the calculation of suspended
sediment transport from depth-integrated concentration profiles.

1.3 Incipient motion of sediment particles

In order to enable a more accurate prediction of initiation of motion by trans-
port equations research has been carried out investigating the forces on sediment
particles. Theoretical and experimental studies found in the literature review for
the study in Section 4.2 (Yücesan et al., 2021) were published by Hofland et al.
(2005), Schmeeckle et al. (2007), Diplas et al. (2008), Celik et al. (2010), Dwivedi
et al. (2010), Dwivedi et al. (2011), Celik et al. (2013), Amir et al. (2014) and
Schobesberger et al. (2020). Smart and Habersack (2007) carried out field meas-
urements of differential pressures in the bed of gravel bed rivers in New Zealand.
Schobesberger et al. (2021) were able to prove in an experimental study that
incipient motion of a particle is caused by counter rotating vortices.
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Numerical simulations studying forces on a particle have been performed at high
levels of turbulence resolution. Chan-Braun et al. (2011) carried out direct nu-
merical simulations (DNS) of turbulent fluid flow in a transitionally rough regime
to analyse force and torque on particles of different sizes. The data has been ex-
tended by Mazzuoli and Uhlmann (2017) for a fully rough turbulent flow regime.
Chan-Braun et al. (2013) further analysed the DNS data from Chan-Braun et al.
(2011) with focus on time and length scales of turbulence structures and forces
and torque on particles.
Additionally H. Lee and Balachandar (2012) carried out numerical simulations of
turbulent flow around particles of different sizes, fully resolving the wall and the
rigid particle using an immersed boundary technique. Vowinckel et al. (2016) ana-
lysed data of a DNS of turbulent fluid flow, four-way coupled with a Lagrangian
model of sediment transport. Particles at the bed were mobile and the influence
of particle-particle collision events on incipient motion was shown. Mazzuoli et al.
(2018) studied oscillatory flow over a wavy bottom. The bed was reconstructed
with spheres from a laser scan of the bottom of a laboratory flume as it has
developed during an experiment. In their numerical simulations they analysed
turbulence and forces on sediment particles. Ota et al. (2019) studied bedload
transport in non-uniform flow using an Euler-Lagrangian model. They quantified
the spatial lag effect of bed load transport around a hydraulic structure. Equilib-
rium and non-equilibrium bed load transport rates were analysed for local scour
around a spur and a weir type structure. The experimental setup of Schobesber-
ger et al. (2020) has been reproduced numerically using LES by Yücesan et al.
(2022).

1.4 Suspended sediment transport CFD modelling

Suspended sediment transport is generally modelled as two phase flow. The am-
bient fluid phase is mostly handled using the Eulerian approach. In some special
cases, e. g. models including large solids which would be covering a high num-
ber of cells of an Eulerian fluid model, the fluid phase is modelled using the
Lagrangian approach (smooth-particle hydrodynamics – SPH). Transport of the
dispersed phase is modelled either on the basis of the Eulerian approach or using
the Lagrangian approach. The choice of the method depends on the fraction of
the volume which is occupied by particles (Ferziger and Perić, 2002). For high
sediment concentrations the Lagrangian method becomes impractical (Dallali and
Armenio, 2015).
Euler-Euler models (e. g. Cantero et al., 2008a; Cantero et al., 2008b; Georgoulas
et al., 2010; Amoudry, 2014; Kranenburg et al., 2014; Cheng et al., 2017; Stan-
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1. Literature review

canelli et al., 2018a; Cheng et al., 2018b) allow to study sediment transport up to
very high concentrations. A problem identified by Cheng et al. (2017) and Cheng
et al. (2018b) was that despite the suitability of the Euler approach to model
high particle concentrations, it is difficult to cover the wide range of particle
concentrations as they are relevant for example in sheet flow.
Models based on advection-diffusion equations (Necker et al., 2002; Hsu and P.
Liu, 2004; Zhong et al., 2011; An et al., 2012; Dallali and Armenio, 2015) for
suspended sediment transport can be considered as one-way coupled Euler-Euler
models. This approach has been extended by e. g. Zhong et al. (2011) who de-
veloped a transport equation for suspended sediment which has the same form as
the classic advection-diffusion equation but accounts for additional information
on particle dispersion. This was achieved through a detailed calculation of the
relative velocity between particles and fluid. In addition lift force, turbulence
of sediment particles and particle-particle interactions are taken into account for
the diffusion coefficient. Comparisons of concentration profiles with experiments
showed that the extended model by Zhong et al. (2011) is superior to the Rouse-
equation (Rouse, 1939) as well as the model of Hunt and Inglis (1954). In a
second study Zhong et al. (2014) further investigated the drift velocity. They
derived a constitutive relation for the drift velocity solved by the perturbation
approach (Druzhinin, 1995). Buoyant forces from the higher density of the sedi-
ment suspension compared to clear water can be implemented into models using
the advection-diffusion equation through a source term in the fluid-momentum
equation (e. g. Necker et al., 2002; An et al., 2012; Dallali and Armenio, 2015;
Wildt et al., 2020).
Euler-Lagrangian models (e. g. Squires and Eaton, 1990; Vinkovic et al., 2011;
Vowinckel et al., 2016; R. Sun et al., 2017; Cheng et al., 2018a; R. Sun et al., 2018;
Elghannay and Tafti, 2018a; D. Liu et al., 2018; Ota et al., 2019; Wildt et al.,
2022a) enable the calculation of interaction forces between individual particles
and their surrounding fluid. This allows studying the effect of grain size and
particle shape (Cheng et al., 2018a). Rotational motion can be included in such
models in addition to translational motion (e. g. R. Sun et al., 2017; Crespo et al.,
2015; Canelas et al., 2016; Canelas et al., 2017).
Lagrangian-Lagrangian models (e. g. Lobovský and Křena, 2007; Crespo et al.,
2015; Canelas et al., 2016; Canelas et al., 2017; Pahar and Dhar, 2017) use
meshless smooth particle hydrodynamics (SPH) to model fluid flow. Crespo et al.
(2015) developed the DualSPHysics code for the solution of CFD models using
SPH. The code also allows to study the interaction between fluid and large solid
objects. Pahar and Dhar (2017) present a model for sediment transport over an
erodible bed. Their fluid module is capable of solving flow inside a porous domain
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I Introduction

(e. g. river bed) as well as free flow outside. Test cases they validated the model
on include (i) steady granular (dry) flow, (ii) failure of a column made of glass
beads (dry, partially submerged, fully submerged) and (iii) dambreak cases.
Turbulence resolving models using large-eddy simulation (LES) (e. g. An et al.,
2012; Dallali and Armenio, 2015; R. Sun et al., 2017; Cheng et al., 2018b; D.
Liu et al., 2018; Stancanelli et al., 2018a; Elghannay and Tafti, 2018b; Wildt
et al., 2022a) and even DNS (e. g. Squires and Eaton, 1990; Vinkovic et al., 2011;
Vowinckel et al., 2016) allow to study the influence of turbulent fluctuations on
sediment transport and vice-versa. Squires and Eaton (1990) found that there
are areas in the turbulence field where particles preferentially accumulate. E. g.
particles of intermediate response time accumulate in areas of low vorticity and
high strain rate. Hsu and P. Liu (2004), Amoudry (2014) and Kranenburg et al.
(2014) have incorporated effects of particles on fluid turbulence into their turbu-
lence models for Reynolds-averaged Navier-Stokes equations (RANS).
Turbulent energy produced at the channel bed is reduced due to the presence
of sediment when turbulent eddies move into the main flow zone. As a result
the von Kárman constant used to describe the velocity profile in the logarithmic
flow area is reduced (Einstein and Ning Chien, 1955). This has been shown in
laboratory experiments by Einstein and Ning Chien (1955) and Nezu and Azuma
(2004). Results of a four-way coupled Euler-Euler large-eddy simulation of sheet
flow by Cheng et al. (2018b) also show a substantial reduction of the von Kárman
constant. Ferreira (2015) pointed out influence of the mobility of the bed on the
von Kárman constant by dimensional analysis and similarity.
Numerical models have good potential to provide additional benefit alongside
physical laboratory studies and field measurements. They allow to observe pro-
cesses at their process scale (Blöschl and Sivapalan, 1995). Spatially and tem-
porally highly resolved data can be retrieved from numerical simulation results,
which is not possible to observe in physical experiments. Thus errors from high
integration volumes based on a finite number of samples (Blöschl and Sivapalan,
1995) can be avoided. Limitations of numerical models are necessary simplific-
ations in the mathematical description of processes and averaging of unresolved
processes.

1.5 Studies on suspended sediment transport

It is expected that dredging and dumping of sediment can become more effect-
ive through an optimized selection of the sites where the measure is carried out
(IWHW, 2016). Paarlberg et al. (2015) show the usefulness of an investigation tool
which allows to explore the feedback of different dredging and dumping strategies.
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Using such a tool sediment management can potentially be optimized. In addition
a prediction tool for the development of the sediment plume after dumping can
help reduce environmental impact of the measure. The implementation of such a
tool requires improved process understanding of sediment transport (Hauer et al.,
2018; Haimann et al., 2018).
Validated numerical models can be used to study turbidity currents in reservoirs
already in the design phase and confirm necessary information for the application
of venting. Numerical simulation results are not subject to scaling errors which
make physical scale experiments of sediment transport difficult (Hauer et al.,
2018). Also for further development of sediment bypass tunnels computational
fluid dynamics models might provide additional information (IWHW, 2016). Auel
(2014) studied supercritical flow, sediment transport and resulting invert abrasion
in sediment bypass tunnels in detail on physical models.
Experimental studies of suspended sediment transport with particular focus on
particle-fluid velocity differences have been carried out by e. g. Greimann et al.
(1999), Nezu and Azuma (2004) and Muste et al. (2005). Results of those exper-
iments show a lag between particle and fluid velocities. In the outer flow region
particle velocities are 4% to 5% lower than the fluid velocity, while in the near
wall region (y+ < 15) the velocity of the carrier fluid is exceeded by the particle
velocity (Nezu and Azuma, 2004; Muste et al., 2005). Turbulence intensities are
enhanced in the near-wall region but no turbulence modulation by particles can
be observed in the outer region (Nezu and Azuma, 2004).
The main transport mechanism for suspended solids in reservoirs are turbidity
currents (De Cesare et al., 2001; Chamoun et al., 2016). Hence hydrodynamic
models of reservoirs should account for currents driven by density gradients. Dens-
ity differences are caused by variations of water temperature, concentrations of
a dilute substance and suspended sediment concentrations (Necker et al., 2002;
IWHW, 2016).
Lock exchange experiments are a prominent test case for studying density currents
physically (Huppert and Simpson, 1980; Bonnecaze et al., 1993; Gladstone et al.,
1998; De Rooij and Dalziel, 2001; La Rocca et al., 2008; Musumeci et al., 2017;
Stancanelli et al., 2018b) as well as numerically (Necker et al., 2002; Necker
et al., 2005; Cantero et al., 2008a; Cantero et al., 2008b; La Rocca et al., 2008;
Georgoulas et al., 2010; An et al., 2012; La Rocca et al., 2012; La Rocca et al.,
2013; Musumeci et al., 2017; Stancanelli et al., 2018a). In these experiments
one part of a container filled with fluid is initially separated by a lock. This
confined part is filled with a higher density fluid (e. g. lower temperature, sediment
suspension). After removing the lock a density current develops.
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Laboratory studies of turbidity currents with particular focus on their develop-
ment in reservoirs have been carried out by Fan (1960), Baas et al. (2004) and
F.-Z. Lee et al. (2014) as well as Chamoun et al. (2017), Chamoun et al. (2018a)
and Chamoun et al. (2018b). Baas et al. (2004) investigated the expansion of high-
concentration (up to 35%) turbidity currents on a horizontal plane. Chamoun
et al. particularly studied the efficiency of venting of turbidity currents with re-
spect to bed slope (Chamoun et al., 2017), venting degree (Chamoun et al., 2018b)
and timing of venting (Chamoun et al., 2018a).
In contrast to lock exchange cases venting of turbidity currents has not yet been
extensively investigated using numerical models. Density currents in reservoirs
or lakes have been numerically studied by e. g. De Cesare et al. (2001), Lavelli
et al. (2002), An and Julien (2014), Lai et al. (2015) and Huang et al. (2019).
The model of turbidity currents in Tsengwen Reservoir (Taiwan) during a flood
event set up by F.-Z. Lee et al. (2014) is the only numerical study found in
literature which includes venting of a real reservoir. Hydrodynamics and sediment
transport including bottom elevation changes due to erosion and deposition in the
Iffezheim hydropower reservoir have been investigated numerically by Hillebrand
et al. (2017). The model SSIIM (Sediment Simulation In Intakes with Multiblock
option; NTNU, 2019) they used does not account for buoyant forces but only for
the effect of density differences on turbulence (Olsen, 2018).
Most of the studies investigating sediment transport processes in rivers are based
on steady flow situations. Time averaged parameters such as velocity and concen-
tration profiles are discussed (e. g. Zhong et al., 2011; Zhong et al., 2014; Cheng
et al., 2018b; Cheng et al., 2018a). The above summarized studies of density
currents did include unsteady movement of a spatially confined sediment plume
in turbulent fluid flow. In contrast to e. g. dumping situations there is usually no
superimposed velocity of the surrounding fluid.
A study on the effect of model resolution of hydrodynamic models of rivers has
been carried out by Glock et al. (2019). They analysed the influence of model
dimensionality on results for water levels, flow velocities and bed shear stress.
Current challenges in sediment management need to be approached taking into ac-
count hydrodynamic and sediment transport processes on different scales (Hauer
et al., 2018; IWHW, 2016). Computational fluid dynamics (CFD) is a useful
method for the detailed study of flow fields. Hydrodynamic modelling offers
new opportunities to plan measures in river engineering (IWHW, 2016; Tritthart,
2021). Large eddy simulations (LES) on small models are used to study the effect
of fluctuating parameters in turbulent flows. The findings from those small scale,
high fidelity models can then be used to optimize Reynolds averaged simulations
(RANS) on larger scales (IWHW, 2016).
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2 Aims and objectives

The overall idea of the research carried out in the course of this thesis is to study
hydrodynamic processes related to sediment transport with respect to their pro-
cess scale and required resolution for their accurate representation (IWHW, 2016).
In the study in Section 4.1 of this thesis (Wildt et al., 2020) a strategic evalu-
ation tool, which can be used for planning sediment management in reservoirs
(De Cesare et al., 2001; IWHW, 2016), particularly venting of turbidity currents,
is developed. Particle-driven gravity currents are implemented into the RSim-3D
CFD solver (Tritthart, 2005; Tritthart and Gutknecht, 2007) by adding a source
term to the momentum equation. Different implementations of the model were
presented at the “International Jubilee Scientific Conference 70th anniversary
FHE of the UACEG” in Sofia, Bulgaria (Wildt and Tritthart, 2019, Section 5.1).
The final code is validated using experimental data from lock exchange experi-
ments (Gladstone et al., 1998) and laboratory measurements of venting efficiency
from Chamoun et al. (2018b).
The studies in Section 4.2 (Yücesan et al., 2021) and Section 4.3 (Wildt et al.,
2022a) of this thesis investigate sediment transport mechanisms on fine scales.
Large turbulence structures are resolved by LES models. The former study ana-
lyses the influence of very large-scale motion of coherent structures on the forces
on a single sediment particle mounted to the channel bed with different exposure
levels. Time series of forces are investigated by spectrum analysis. The results
should enhance process understanding of incipient motion of sediment particles.
Particular focus is put on different types of turbulent motion and their influence
on particle entrainment.
The latter study investigates the development of a sediment plume as it is expected
to occur after dumping of sediment into a river. A LES of turbulent channel flow
is two-way coupled with a Lagrangian particle tracking model. The test case is
designed to study the fully transient transport of particles by turbulent fluid flow.
Sediment is released from a small, confined area in the flow field. Simulation
results should reveal interaction processes between fluid and sediment at different
times after the sediment entered the flow. This way process understanding of
sediment transport in the initial phase after dumping should be enhanced.
Validation of the interaction between particles and fluid in still and turbulent
channel flow has been presented at the “6th IAHR Europe Congress” (Wildt et al.,
2021, Section 5.2). The variability of the shape and extents of the sediment plume
based on arbitrary turbulent fluctuations in the initial velocity field is discussed
at the “39th IAHR World Congress” (Wildt et al., 2022b, Section 5.3).
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I Introduction

3 Methods

CFD models in the studies of this thesis are based on the incompressible Navier-
Stokes equations.

∂φ

∂t
+∇ · (uφ) = ∇ · (Γ∇φ) + Sφ (1)

The equation describes the transient transport of a conservative property φ with
time t through a three-dimensional domain. It includes advection of φ by the
velocity u, diffusion by the diffusion coefficient Γ as well as source and sink terms
summarised by Sφ (Ferziger and Perić, 2002). Discretization of the differential
equations is accomplished by the Finite Volume Method (FVM).
Turbulence is implemented with different degrees of resolution in the studies of
this thesis. The model designed for large-scale studies of entire reservoirs in Sec-
tion 4.1 (Wildt et al., 2020) uses the Reynolds-averaged Navier-Stokes equations
(RANS) based on the standard k-ε turbulence model (Launder and Spalding,
1974; Tritthart, 2005). Large eddy simulations (LES) resolving large turbulence
structures (Pope, 2000) are carried out in the smaller scale models, mainly aimed
at improving process understanding (Yücesan et al., 2021 in Section 4.2 and Wildt
et al., 2022a in Section 4.3). The Smagorinsky turbulence model (Smagorinsky,
1963) is used to model sub-grid scale turbulence in LES. The model constants
Ck = 0.02 and Cε = 1.05 have been determined by Yücesan et al. (2022) in a
parametric analysis and agree with literature (Lysenko et al., 2012).
Sediment transport is implemented through an advection-diffusion equation in
the model in Section 4.1 (Wildt et al., 2020). The equation has the form of
Equation (1) with the volumetric particle concentration c as conservative property.
The reduced gravitational acceleration g′ is added to the source term of the fluid
momentum equation in order to model buoyant forces F b in the control volume
Ω (Necker et al., 2002; An et al., 2012).

F b = g ·
∫

Ω
(ρs − ρ) dV = g · c ·

∫
Ω

(ρd − ρ) dV → F b

ρ
= g · c · ρd − ρ

ρ
= g′ (2)

g is the acceleration due to gravity. The density of the water-sediment suspension
ρs is calculated as the volumetric average of the fluid density ρ and the particle
density ρd (dispersed phase).
Two-way momentum coupling is implemented in the LES model for the study
of the development of the sediment plume in Section 4.3 (Wildt et al., 2022a).
Particle movement is modelled based on the Lagrangian approach and coupled to
fluid flow using the multiphase particle-in-cell (MP-PIC) method (Andrews and
O’Rourke, 1996). The force balance of the interaction forces between particles
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and fluid is described by the Maxey-Riley equation (Maxey and Riley, 1983).
The equation in Lagrangian coordinates is given by Prasath et al. (2019) in the
following form:

Rv̇ = Du

Dt −
1
St

(v − u)−
√

3
πSt

(
1√
t

(v (0)− u (0)) +
∫ t

0

u̇ (s)− u̇ (s)√
t− s

ds
)

(3)

R is the effective density ratio which includes added-mass effects, v the particle
velocity, St the particle Stokes number and t the current time. Lagrangian deriv-
atives are marked by the dot �̇ symbol (Prasath et al., 2019).
The following forces are accounted for in the model in Section 4.3 (Wildt et al.,
2022a):

• lift and drag forces,

• added mass forces,

• pressure force,

• gravity and

• inter-particle stresses.

Basset history forces in the last term of the Maxey-Riley equation (Equation 3)
are neglected in the model. The forces are related to the development of the
boundary layer around a particle during relative acceleration between particle and
fluid (Joshi et al., 2019). Numerical implementation of the time integral involved
in this term requires saving large amounts of data. The relative importance of this
term in general needs to be further investigated (Cheng et al., 2018b). Prasath
et al. (2019) showed the influence of the Basset history force in a number of test
cases. For small Stokes numbers the influence of this term is generally expected
to be low. Therefore it has also been neglected in similar studies by other authors
(e. g. R. Sun et al., 2018; Cheng et al., 2018b; Cheng et al., 2018a).
The forces from particles on the fluid are added to the source term of the fluid
momentum equation (Equation 1). Mass conservation is ensured in the MP-PIC
method using a particle distribution function f which is transported through the
domain by the following equation (Andrews and O’Rourke, 1996; Snider, 2001):

∂f

∂t
+∇x · (fv) +∇v ·

(
f

dv

dt

)
=
(
∂f

∂t

)
coll

(4)

Particle-particle interactions are taken into account through the source term(
∂f
∂t

)
coll

on the right hand side of Equation (4).
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I Introduction

Open-source software and in-house codes are used to solve the numerical models
in this thesis. This enables full flexibility for the development of the models.
In addition future use of the models will not be subject to licensing restrictions.
The RANS model designed for large-scale studies of entire reservoirs in Section 4.1
(Wildt et al., 2020) is set-up and solved using RSim-3D (Tritthart, 2005; Tritthart
and Gutknecht, 2007). The solver uses the unsteady semi-implicit method for
pressure linked equations (SIMPLE) for pressure coupling. Small scale models
resolving large turbulence structures (LES), mainly aimed to improve process
understanding, in Sections 4.2 and 4.3 (Yücesan et al., 2021; Wildt et al., 2022a)
are solved using the open-source package OpenFOAM 6 (Greenshields, 2018).
Pressure coupling in these models is accomplished using the pressure implicit
split operator (PISO) algorithm.
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Abstract: Reservoir sedimentation results in ongoing loss of storage capacity all around the world.
Thus, effective sediment management in reservoirs is becoming an increasingly important task
requiring detailed process understanding. Computational fluid dynamics modelling can provide
an efficient means to study relevant processes. An existing in-house hydrodynamic code has been
extended to model particle-driven gravity currents. This has been realised through a buoyancy term
which was added as a source term to the momentum equation. The model was successfully verified
and validated using literature data of lock exchange experiments. In addition, the capability of the
model to optimize venting of turbidity currents as an efficient sediment management strategy for
reservoirs was tested. The results show that the concentration field during venting agrees well with
observations from laboratory experiments documented in literature. The relevance of particle-driven
gravity currents for the flow field in reservoirs is shown by comparing results of simulations with
and without buoyant forces included into the model. The accuracy of the model in the area of the
bottom outlet can possibly be improved through the implementation of a non-upwind scheme for the
advection of velocity.

Keywords: turbidity currents; sediment; reservoir; venting; computational fluid dynamics

1. Introduction

Reservoir sedimentation is an increasingly important challenge that operators worldwide
are facing [1–4]. Storage capacity lost results in a decrease of energy production [5]. Moreover
the interruption of sediment continuity impacts the downstream river morphology causing
ecological problems. Thus efficient sediment management is important for economical, technical
and environmental reasons [1,6].

Turbidity currents are the main transport mechanisms for fine sediments in reservoirs. They can
even redistribute the material inside the reservoir [7]. In literature turbidity currents are also referred
to as particle-driven gravity currents. They represent a group of density currents in which density
differences result from the spatial distribution of concentration of a particulate substance. In contrast
to other density currents where density differences are caused by e.g., concentration variations of
a diluted substance or by temperature variations there occurs a relative velocity between the dispersed
phase and the ambient phase [8]. This relative velocity is a result of gravitational (settling) and inertia
forces [9].

Field observations of turbidity currents are difficult to accomplish due to their rare occurrence,
for example during floods [9,10]. In addition turbidity currents usually form on the bottom of large and
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deep reservoirs [7] which are difficult to reach. Thus the analysis of such currents in real reservoirs is
often limited to time series of point measurements of flow properties at different locations. Some studies
focus on the analysis of the consequences of turbidity currents such as bottom elevation changes [7,11].
The use of satellite imaginary for turbidity measurements over larger areas (e.g., [12]) is not considered
applicable for the study of turbidity currents, because this method provides turbidity data only for the
near surface region of the reservoir. In addition, in most cases the spatial resolution of the available
images will not be high enough.

Physical laboratory experiments have been undertaken to enhance process understanding of density
currents in general (e.g., [13–16]) and also particle-driven gravity currents in particular (e.g., [17–23]).
Lock exchange experiments are a common approach of studying gravity currents. They feature a
certain volume of sediment laden fluid which is released into still ambient fluid by removing a lock
which is initially separating two compartments [13,15,16,18–20]. The main parameter studied in these
experiments is the flow front advance of the gravity current with time. In addition, the current height
and sediment deposition are often recorded.

Huppert and Simpson [13] discuss several theoretical concepts describing gravity currents and
study their efficiency in the laboratory on lock exchange experiments. They categorize the temporal
development of the turbidity current into three regimes: (i) Right after the release of the suspension
the gravity current passes through the slumping phase, in which the buoyant force is in balance
with the counterflow of the ambient fluid; (ii) After this initial phase, in which the velocity is fairly
constant, the gravity current is in the inertia-buoyancy phase in which it is balanced by forces of inertia;
(iii) The final stage of a gravity current is the viscous-buoyancy regime where it is balanced by viscous
forces [13].

Experiments with constant inflow and sediment supply have been carried out (amongst others)
by Baas et al. [21] and Sequeiros et al. [22,23]. The former studied the expansion of high-concentration
turbidity currents on a horizontal plate and the following deposition of sediments on that plate [21].
The latter carried out experiments with constant inflow and sediment supply studying self acceleration
of turbidity currents due to sediment uptake [22].

Venting of turbidity currents has the potential of enabling highly efficient sediment management
in reservoirs, satisfying economical as well as ecological needs [3,10,17,24]. The aim of this sediment
management strategy is to route turbid water through bottom outlets as soon as it reaches the dam [3].
Water losses through venting are generally lower than the amount of water lost by flushing. In addition,
sediment continuity can be maintained to a high degree [3,24]. As for any sediment management
strategy for reservoirs, a detailed process understanding of the driving sediment transport processes is
particularly crucial for efficient venting of turbidity currents [1,24].

Laboratory studies investigating particularly the formation and evolution of turbidity currents
in a reservoir during venting have been performed by Fan and Chamoun et al., The former gathered
general knowledge on turbidity currents and their development during venting [17]. The latter
elaborated optimum conditions for venting in terms of bed slope of the reservoir [25], venting degree [24]
and timing of venting [26]. With the advance of computational fluid dynamics (CFD), the experimental
set-up of lock exchange experiments has been taken up for numerical studies [8,9,14,27–31]. Flow in
these models is purely driven by gradients in the spatial distribution of density. Thus they provide an
efficient test case for the validation of solvers for models of density currents. In models particularly for
the simulation of fluid flow in reservoirs the set-up of lock exchange experiments imitates the inflow
of turbid water during a short term storm event.

Sediment transport in these models is implemented in different detail. One-way coupling
of momentum exchange between the ambient and the dispersed phase can be achieved using
advection-diffusion equations [8,29,32]. In these models the particle velocity equals the sum of the fluid
velocity and the fall velocity. Hence forces of inertia are neglected [8,29]. In addition, the dispersed
phase is neglected in the mass conservation equation. Buoyant forces are accounted for through
a source term in the momentum equation and neglected for all other terms rather than gravitational
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terms (Boussinesq approximation) [8,29,33]. This limits the applicability of such models to small mass
loadings [8,29].

An et al. [29] simulated different kinds of gravity currents including particle driven gravity
currents produced by lock exchange experiments from Gladstone et al. [19]. The focus of this study
was on the differences in large eddy simulations and Reynolds averaged simulations of gravity currents.
Similarly, Stancanelli et al. [30] studied the differences of LES and RANS numerically but using the
setup of Musumeci et al. [15] and Stancanelli et al. [16], where the high density fluid was released into
an oscillating ambient fluid [30]. Both models ([29,30]) were solved using the commercial FLOW-3D
CFD code.

On the basis of their results An et al. [29] classify particle-driven gravity currents into three regimes
with respect to the deposition rate of the sediment. When particles are small (e.g., d < 16 µm) and
hence fall velocity is low deposition has only little influence on the propagation of the gravity current
(suspended regime). When suspended particles are larger (e.g., 16 µm < d < 40 µm), the propagation
of the gravity current is highly influenced by the fall velocity (mixed regime). Particle-driven gravity
currents with larger particles (e.g., d > 40 µm) rapidly loose momentum due to deposition (deposition
regime). Exemplary particle sizes mentioned above apply to particles with a relative density of
ρrel = 3.22. [29].

Necker et al. [8] studied the development of a particle-driven gravity current in several
further aspects. The numerical data is compared to experimental data of DeRooij and Dalziel [20].
Additional data is retrieved from a high resolution numerical model as well as laboratory experiments
carried out by Bonnecaze et al. [18]. Main points studied by Necker et al. were (i) the structure of
the flow front, (ii) conversion of potential energy to kinematic energy and (iii) dissipation of energy
due to particle settling. In addition the difference between 2D and 3D models of turbidity currents is
discussed. Resuspension of particles is considered to the point that the authors show using Shields
critical velocities [34] that resuspension is unlikely to occur in the studied flows [8].

Two-way coupling is necessary for higher mass loads and to account for inertial effects [9,31,35].
A model treating water and sediment as separate continua has been set up using the commercial code
FLUENT by Georgoulas et al. [9]. With this model they reproduced the lock exchange experiments
of Gladstone et al. [19] and simulated the expansion of high concentration turbidity currents on
a horizontal plane as physically investigated by Baas et al. [21]. Cantero et al. [31,35] accounted for
inertial effects using an Eulerian equilibrium approach. They carried out a direct numerical simulation
of turbidity currents on a 2D Eulerian-Eulerian model.

A simplified approach for modelling the two-phase flow of a water-sediment suspension including
buoyant forces has been proposed by LaRocca et al. [14,27] using the two-layer shallow water equations.
Their approach is based on the assumption that the upper layer of lighter fluid remains flat during
the motion. In addition to the commercial codes mentioned above, also the freeware Delft3D-FLOW
model [33] developed by Deltares provides the capability of modelling particle-driven gravity currents
for river applications.

Despite this large number of studies on investigating the basic process of the formation and
development of turbidity currents in test cases physically and numerically, only a reduced number
of works on turbidity currents in operational reservoirs has been found in literature. Exemplary,
simulations of turbidity currents in reservoirs during flood events have been carried out for the
Luzzone Lake, Switzerland [7], the Lugano Lake, Switzerland/Italy [36] and the Imha Reservoir, South
Korea [32]. The former two models were solved using the CFX-4 code, while the latter was solved with
the FLOW-3D model presented in an earlier study by the same authors [29].

Hillebrand et al. [37] simulated the flow field and sediment transport including bottom elevation
changes in the Iffezheim hydropower reservoir. They used the freeware SSIIM developed at the
Norwegian University of Science and Technology (NTNU) [38] for their model. This code accounts for
the effects of density changes on turbulence but not for buoyant forces [39].
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A two-dimensional simulation of turbidity currents in the Shimen Reservoir, Taiwan, has been
carried out by Huang et al. [10], using the 2D layer-averaged turbidity current model SRH2D [40].
The method used to model turbidity currents in this model is similar to what has been proposed by
LaRocca et al. [14,27]. For the study of venting Huang et al. applied a two stage approach using the
empirical Rouse equation [41] for the estimation of the sediment released through the outlets at the dam.

The model set up by Leeet al. [11] simulating turbidity currents in Tsengwen Reservoir in Taiwan
during typhoon-induced food events is the only model found in literature in which venting is included.
The model based on the CFX-12.0 code was validated against a laboratory experiment with a setup
similar to the experiments carried out by Chamoun et al. [24–26]. Additionally, the model of the
real reservoir was validated using concentration measurements at different elevations near the dam.
Based on their results, Lee et al., developed a formula for the estimation of the concentration of the
vented suspension [11].

Apart from the study by Lee et al. [11] no other 3D model applications particularly studying
venting of turbidity currents have been found in literature. On the one hand, such a numerical tool can
provide the basis for the design of an efficient venting system for reservoirs Lee et al., Numerical models
are more flexible for geometry adaptions than physical models. They are free of scaling errors and
allow an analysis of the entire flow field in high detail. They can be used to study the development of
a turbidity current at the actual site of a reservoir which is usually difficult to rebuild in every detail in
a laboratory. On the other hand, Lee et al. pointed out that the required fine discretization and thus
long computation times make it impractical to run such a model on a normal desktop computer in real
time [11].

Hence this study aims to develop a numerical model allowing to study turbidity currents
in real reservoirs. The basic hydrodynamic model used is RSim-3D [42–44]. This model is
adopted for the simulation of turbidity currents through a source term in the momentum equations.
Basic model verification and validation is carried out reproducing the lock exchange experiments by
Gladstone et al. [19]. Moreover, results of the experiments by Chamoun et al. [24–26] were used for
further optimization of the tool to study the development of turbidity currents in reservoirs. Thus, in a
second step, these experiments are reproduced with the developed model.

2. Materials and Methods

2.1. Governing Equations and Model Setup

2.1.1. Hydrodynamic Model

RSim-3D is a computational fluid dynamics code solving the incompressible three-dimensional
Navier-Stokes equations on a polyhedral mesh [42,45]. The equations are Reynolds averaged optionally
using the standard k-ε [42] or the k-ω [46] turbulence model.

∂φ

∂t
+∇ · (uφ) = ∇ · (Γ∇φ) + Sφ (1)

φ in Equation (1) represents the conservative property which is transported through the domain.
It is replaced with the velocity u for the momentum equation in the respective direction or 1 for the
continuity equation. Similarly the diffusion coefficient Γ is dependent on the particular conservative
property. For the momentum equations, the diffusion coefficient is calculated as Γ = ρ · (ν + νt) where
ν represents the dynamic viscosity of the fluid and νt the turbulent viscosity. The turbulent viscosity is
estimated based on the standard k-ε turbulence model [47]. ρ is the fluid density. Sources and sinks
are added in the source term Sφ. For the momentum equations the source term includes the pressure
gradient 1

ρ · ∇p. For the mass conservation equations Sφ is generally 0 with the exception of Dirichlet
boundaries [42].
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2.1.2. Sediment Transport Model

Suspended sediment transport is modelled using an advection-diffusion equation which is of
the same generic form as the Navier-Stokes Equation (1). This approach has already been used for
similar models in literature (e.g., [29,38]). The conservative property φ is the volumetric sediment
concentration c. Sediment diffusivity is calculated as the quotient of turbulent viscosity and the
Schmidt number.

Sediment settling is implemented through the source term Sc by adding the term vs · ∇c, where vs

is the fall velocity of the particles. A set of different equations for the estimation of the fall velocity of
particles with a diameter ds has been added to the code. The implemented approaches include the
formula by Atkinson et al. in which the fall velocity in m s−1 equals the particle diameter in m to the
power of 1.3 [48]. In addition Stokes fall velocity [49] has been added to the code in a three-dimensional
form. The equation is piecewise continuous and has discontinuities at ds = 100 µm and ds = 1000 µm.

vs =





1
18ν · g ·

ρd−ρs
ρs
· d2

s ds < 100 µm

10 ν
ds

((
g
|g| + g · 0.01·(ρd−ρs)

ρs ·ν2 · d3
S

) 1
2 − g

|g|

)
100 µm < ds < 1000 µm

1.1 ·
(

g · ρd−ρs
ρs
· ds

) 1
2 ds > 1000 µm

(2)

g is the acceleration due to gravity, ρd particle density (dispersed phase) and ρs the density of the
particle fluid suspension. The latter is calculated as the volume average of the fluid density ρ and the
particle density ρd [19,24].

ρs = c · ρd + (1− c) · ρ (3)

Tritthart et al. [50] analysed different approaches [48,49,51] for estimating settling velocity.
They found that their results differ up to three orders of magnitude. In consequence the selection
of the approach for estimating fall velocity should be the outcome of a calibration process. For the
experiments reproduced in the validation of the code in this study best results have been achieved
using the Stokes fall velocity [49] in Equation (2).

When sediment particles reach the bottom cell, they can settle “through” the bottom boundary
and this way leave the domain. In preliminary tests this approach has proven to be most efficient for
the cases studied in this article. Other approaches like applying a reference sediment concentration [49]
based on bottom shear stress [34] or accumulating sediment in the bottom cell are mesh dependent. For
later analysis of the amount of sediment deposited, the volume of sediment that has settled through
the bottom cell is recorded.

Resuspension of sediment is not included in the implementation of bottom exchange used in this
study. However it is not expected that the process plays an important role in the investigated cases as
the laboratory channels did not have a loose bed [19,24]. Particles accumulating on the bottom through
settling are neglected. In addition flow velocities are generally low in the test cases in this study [8].
Nevertheless resuspension might become relevant when applying the model to real reservoirs with
loose beds [22,23].

2.1.3. Buoyant Forces

The difference of ρs Equation (3) between regions with different suspended sediment concentration
c induces a buoyant force that drives the turbidity current. The buoyant force Fb acting on a suspension
volume Ω can be calculated using the archimedian principle in the following way [14,29]:

Fb = g ·
∫

Ω
(ρs − ρ)dV = g · c ·

∫

Ω
(ρd − ρ)dV → Fb

ρ
= g · c · ρd − ρ

ρ
= g′ (4)
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The reduced gravity g′ defined in Equation (4) is added as a source term to the momentum
equation. According to the Boussinesq approximation, density variations are neglected for terms other
than the gravitational ones [8,29,33].

2.1.4. Discretization

The Navier-Stokes Equation (1) including the advection-diffusion equation as well as the source
terms described above are discretized on a polyhydral mesh applying the finite volume method.
The dominant cell shape of the horizontal descretization is hexahedral, while the vertical mesh
is structured [42,43]. A plan view on a mesh for the numerical solution of the experiments from
Gladstone et al. [19] is displayed in Figure 1.

Pressure coupling is accomplished by the SIMPLE algorithm (Semi-Implicit Method for
Pressure-Linked Equations) [42,45] which is iterated until convergence (all residuals ε ≤ 10−3) at
each time step. For unsteadiness fully implicit time discretization is applied.

2.2. Code Validation and Mesh Sensitivity Analysis

Code validation was carried out with particular focus on its capability of modelling turbidity
currents. This capability has been here newly implemented into the RSim-3D code. The hydrodynamic
model of RSim-3D has already been validated in various test cases (e.g., [42,43,52]) as well as real river
applications (e.g., [52,53]). In addition the suspended sediment transport model has been used for
several earlier studies (e.g., [44,54–57])

The code was validated against results of a set of lock exchange experiments published by
Gladstone et al. [19]. The experiments feature a 5.7 m long and 0.2 m wide channel with horizontal
bed and constant water level of 0.4 m. On one end of the channel a 0.2 m long section is initially
separated by a lock and filled with water-sediment suspension instead of clear water (see Figure 1).
The volumetric concentration of the suspension amounts to 3490 ppm. Amongst other data, time series
of flow front advance distances after removal of the lock are provided for several different experimental
runs. The experiments differ in the grain size of the sediment. The density of the sediment used
by Gladstone et al. was 3217 kg m−3 [19]. Sediment density, volumetric sediment concentration and
channel width as characteristic length scale correspond to a Grashof number of about 1.9× 108.

Figure 1. Plan view on the initial situation of the lock exchange experiments carried out by
Gladstone et al. [19] on a hexahedral mesh with 3 cm cell diameter; red: c = 3490 ppm, blue: c = 0 ppm.

The following four experiments carried out by Gladstone et al. [19] have been reproduced
numerically using the RSim-3D code with the newly implemented source term accounting for
buoyant forces:

• Case A: one grain fraction with ds = 25 µm and vs = 0.8 mm s−1.
• Case D: two grain fractions to equal amounts with ds1 = 25 µm and ds2 = 69 µm and vs1 =

0.8 mm s−1 and vs2 = 5.8 mm s−1, respectively.
• Case G: one grain fraction with ds = 69 µm and vs = 5.8 mm s−1.
• Case R: five grain fractions to equal amounts with ds1 = 17 µm, ds2 = 37 µm, ds3 = 63 µm,

ds4 = 88 µm and ds5 = 105 µm and vs1 = 0.3 mm s−1, vs2 = 1.7 mm s−1, vs3 = 4.8 mm s−1,
vs3 = 9.4 mm s−1 and vs5 = 11.3 mm s−1, respectively.

Flow front advance in the lock exchange experiments was monitored by Gladstone et al.,
by measuring the distance between the flow front and the gate in regular intervals of 3 s [19]. In the
numerical model the position of the flow front is defined at the cell centre of the cell furthest from the
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gate in the second layer above the bottom which has a sediment concentration higher than 10 ppm
(see Figure 2).

gate

c < 10 ppm

flowfront

c > 10 ppm

Figure 2. Scheme visualising the definition of the flow front position in the numerical model results.

To study the discretization error and test mesh convergence the model was run on four
different meshes using five different time steps. Table 1 displays the cell sizes and time steps with
approximate maximum Courant numbers which were used in the numerical model of the lock exchange
experiments [19].

Table 1. Meshes, time step and approximate maximum Courant number for the mesh sensitivity analysis.

∆t Meshes 5vl105vl105vl10 3vl203vl203vl20 3vl303vl303vl30 2vl402vl402vl40

horizontal spacing in cm 5 3 3 2
s number of vertical layers 10 20 30 40

total number of cells 7280 42 160 63 240 172 200

1.00

max. Courant number

2.2 4.7 7.2 –
0.50 1.2 2.5 3.9 –
0.20 0.5 1.1 1.7 2.2
0.10 0.3 0.5 0.8 1.1
0.05 0.1 0.3 0.4 0.6

The following boundary conditions were applied in the model: no-slip boundary condition for
the bottom and side walls, a symmetry boundary condition for the free surface and a zero gradient
velocity boundary condition with fixed pressure at the outlet. Although there was no inflow velocity
in the physical experiments [19], an inflow velocity of 1.25× 10−5 m s−1 (0.001 L s−1) was applied at
the inlet for stability reasons.

2.3. Test Case for the Study of Turbidity Current Venting Efficiency

The applicability of the RSim-3D-solver for the optimization of venting of turbidity currents
in reservoirs was studied by reproducing the experimental set-up of Chamoun et al. [24]. In these
experiments 0.001 m3 s−1 of a sediment suspension with a volumetric concentration of 2.3% (=̂27 g L−1)
was constantly fed into a laboratory channel. The channel representing a reservoir is initially filled
with clear water so that the water depth amounts to 0.8 m. The dimensions of the channel are 6.7 m in
length and 0.27 m in width. A bottom outlet 0.12 m high and 0.09 m wide is placed at the end of the
channel through which water is vented at a specific flow rate [24–26].

Sediment properties used in the venting experiments are: d10 = 66.5 µm, d50 = 140 µm,
d90 = 214 µm with a density of ρd = 1160 kg m−3 [24–26]. Concentration, density and channel
width correspond to a Grashof number of 4.1× 108. This is of the same order of magnitude as the
Grashof number in the lock exchange experiments [19] (see above). For the numerical model eight
fractions of sediment size listed in Table 2 were used.
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Table 2. Characteristic grain size distribution used for the numerical model of the venting
experiments [24].

Grain Size in µmµmµm 67 80 90 110 140 150 160 214

Stokes fall velocity Equation (2) in mm s−1 0.4 0.6 0.7 0.9 1.5 1.7 2.0 3.5
volumetric fraction at inflow in ppm 2328 2328 2328 4655 4655 2328 2328 2328
share of total sediment in % 10 10 10 20 20 10 10 10

In their experiments Chamoun et al., tested the influence of the ratio of vented flow rate to
the inflowing discharge (venting degree φVENT) on venting efficiency. For this purpose the vented
sediment concentration was continuously recorded. In addition sediment deposition was measured at
multiple locations along the channel [24].

From the concentration and the density ρs of the vented suspension and the vented flow rate
QVENT the aspiration height hL according to Fan [17] is calculated [24].

(
ρs − ρ

ρ
· g · (−hL)

5

Q2
VENT

) 1
5

= −1.2⇒ hL =
5

√
(−1.2)5 · ρ ·Q2

VENT
(ρs − ρ) · g (5)

When the height of the turbidity current at the dam is higher than this theoretical value, only
turbid water is vented [10,17,24].

Venting efficiency was analysed with respect to global venting efficiency (GVE). Global venting
efficiency is defined for a time step t as the ratio of the total sediment mass that has entered the
reservoir to the vented mass of sediment until t [24].

GVE(t) =

∫ t
0 cin ·Qin∫ t

0 cvent ·Qvent
(6)

Venting time is normalized for the sake of results comparison on the basis of the aspiration height
hL in Equation (5) [24].

t̄ = g′ · t− Tvi

hL
(7)

Tvi in Equation (7) is the time when venting starts (Tvi = 150 s in all cases).
For the numerical model of venting the same types of boundary conditions were used, that were

also applied in the lock exchange cases (see above). The flow rate at the inlet is set to 0.001 m3 s−1.
The outlet situation including the bottom outlet for venting have been modelled in the following way:
A quadratic channel with 4.4 cm edge length was attached to the end wall of the flume. This represents
the venting pipe with a diameter of 5.0 cm which has the same cross sectional area. The edges between
the end wall of the flume and the venting channel were rounded so that a 9 cm wide section is left
open in the end wall.

Cells at the entrance to the venting channel that have cell centres higher than 12 cm above the
bottom were assigned with a no-slip wall boundary condition to limit the height of the bottom outlet
opening. Further downstream in the venting channel cells with cell centres less than 5 cm above the
bottom are assigned with the wall boundary condition to limit the height of the venting pipe. In cases
with a venting degree of φVENT < 100% the two uppermost cell layers are left open to enable overflow
over the “weir”. Venting degrees of φVENT < 100% are implemented into the numerical model by
assigning a fixed velocity to the “open” cells below the internal wall. The velocity in the bottom
boundary cells is interpolated using a wall function [42]. Higher venting degrees of φVENT ≥ 100% are
implemented through the pressure boundary condition at the outlet. The water level there is lowered
with respect to the volume decrease in the channel.
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After the “inlet” into the venting pipe only four cell layers in the upper third of the channel are
assigned the no-slip wall boundary condition. This way the height of the venting channel is increased
again to enable a stable zero-gradient outlet boundary condition.

The domain is discretized using dominantly hexahedral cells in horizontal direction and
a structured mesh in vertical direction. The area of the venting pipe is meshed using dominantly
quadrilateral cells. The hexahedral cells have a diameter of about 3 cm. In vertical direction 40 cell
layers are used. This cell size has been found most practical in a mesh sensitivity analysis carried
out by Lee et al. [11] using a similar experimental setup. Results of the mesh sensitivity analysis
using the lock exchange experiments [19] in Section 4.2 show that this discretization is reasonable
for the RSim3D-code as well. In total the mesh has 118,800 cells. A time step of 0.1 s is used for time
discretization.

3. Results

3.1. Flow Front Advance in Lock Exchange Experiments

Figure 3 displays the development of the turbidity current in the lock exchange experiments after
removal of the lock. The images show the water sediment suspension plunging below the clear water
and then travelling along the bottom of the channel.

Initially the turbidity current has a triangular shape with the surface slanted towards the front
of the current (Figure 3a). After the acceleration of the current, the shape of the current becomes
rectangular. Its height decreases only slightly with time (Figure 3b–d).

(a) t = 3 s (b) t = 6 s

(c) t = 12 s (d) t = 18 s

Figure 3. Formation of the turbidity current after release of the sediment suspension into clear water
in the lock-exchange experiment (case A, longitudinal section [19]); flow direction from left to right,
concentration contours in ppm.

The results of the flow front advance in the numerical model are plotted against literature
results [19] in Figure 4. The plots show the increasing distance between the flow front and the lock
position with ongoing time after the lock removal. The initial velocity of the turbidity currents with
different sediment particle size is similar in all cases. Flow front advance is decaying with time
depending on the fall velocities of the particles in the respective case. In cases with small particle sizes
and thus low fall velocity (e.g., case A in Figure 4a) the velocity of the turbidity current decreases only
slightly. In contrast, a sharp bend is visible in the flow front advance of case G where particles are
larger and thus settle faster (e.g., case G in Figure 4c).

The flow front advance in Figure 4 from the numerical simulations on coarser meshes is generally
underestimated. With refinement of the mesh the results of the numerical model approach the results
of the physical model. Hardly any difference is visible in results of the flow front advance from the
simulations on the second finest and the finest mesh.
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Figure 4. Flow front advance; the time steps correspond to a Courant number of approximately 0.5:
(a) Case A d = 25 µm. (b) Case D d1 = 25 µm, d2 = 69 µm. (c) Case G d = 69 µm. (d) Case R
d1 = 17 µm, d2 = 37 µm, d3 = 63 µm, d4 = 88 µm, d5 = 105 µm. In cases including more than one
grain size the total sediment concentration is uniformly distributed across all fractions.

3.2. Computational Effort of the Numerical Models of the Lock Exchange Experiments

Table 3 displays the computation time required for Case D of the lock exchange experiments on
different meshes and with different time steps. The simulations were run in parallel on an Intel i7-3770
(16 GB RAM) processor using four cores. Parallelization was realised using OpenMP.
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Table 3. Computation time for Case D of the lock exchange experiment on different meshes and with
different time steps.

∆t Meshes 5vl105vl105vl10 3vl203vl203vl20 3vl303vl303vl30 2vl402vl402vl40

horizontal spacing in cm 5 3 3 2
s number of vertical layers 10 20 30 40

total number of cells 7280 42 160 63 240 172 200

1.00

Computation time in h

0.5 12.8 17.0 –
0.50 0.6 10.8 17.7 –
0.20 0.7 11.5 17.0 57.0
0.10 0.7 12.1 17.5 60.7
0.05 0.8 13.4 18.0 67.0

The computation times in Table 3 show that the computational effort mainly increases with mesh
refinement. Although the reduction of the time step requires the equations to be solved at additional
time steps, computation time increases by a far lower factor than the number of time steps is increased.
For some cases computation time could even be reduced by decreasing the time step.

3.3. Venting

Figure 5 displays sediment contours at time t = 150 s (right before the start of venting) in the
numerical model of the experiments from Chamoun et al. [24]. The plan view (Figure 5a) shows the
decreasing sediment concentration along the length of the turbidity current as a result of dilution and
settling. The height of the current can be observed in the longitudinal section (Figure 5b). The contour
plot shows the decreasing height of the turbidity current from the inlet towards the current head.
At the head the current height is increasing again.

Sediment concentration decreases strongly along the first metre of the channel to approximately 25%
of the inlet concentration (Figure 5a). Along the remaining part of the channel, sediment concentration is
more or less constant with about 20% of the inlet concentration. The current head is apparent through
the sharp drop in concentration to almost 0 ppm.

Similarly, the turbidity current height with respect to sediment concentration in the longitudinal
section in Figure 5b drops mainly along the first half of a metre of the channel. From that point the
slope of the surface of the current is relatively small. The minimum current height is located about
1.5 m behind the current head. From this point onwards, the current height starts to increase again.

(a) plan view of fourth cell layer above the bottom

(b) longitudinal section

(c) longitudinal section, no buoyant forces

Figure 5. Sediment concentration contours in ppm at the start of venting (t = 150 s, maximum
concentration: 23,000 ppm).
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For the purpose of comparison one extra simulation was run in which the source term for bouyant
forces Equation (4) was neglected. The longitudinal section of the concentration field in the results
of this simulation at t = 150 s is displayed in Figure 5c. The figure shows that the sediment has been
transported less than half a metre from the inlet. This transport is only driven by the velocity at the
inflow boundary. The height of the current reduced slightly as a result of settling.

Figure 6a displays the velocity of the turbidity current along the channel length normalized
with a fall velocity of 0.0015 m s−1 at time t = 150 s. It can be seen that the velocity of the turbidity
current decays along its length. At the beginning of the channel the velocity is almost 60 times the fall
velocity. In the current head the velocity is constant with a magnitude of approximately 30 times the
fall velocity. In the front of the current head the velocity drops sharply. At all points along the channel
the normalized velocity of the current was slightly higher in the numerical model than in the physical
model [24].

The temporal evolution of the sediment concentration of the vented suspension at a venting degree
of φVENT = 80% is displayed in Figure 6b. After an initial peak vented sediment concentration of about
17% of the inlet concentration at the start of venting, the concentration approaches a constant value of
about 11–12% of the inflow concentration. The concentration measured in the physical experiment [24]
fluctuates around this value with an amplitude of about 5% of the inflow concentration.
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Figure 6. Results of the venting experiments [24].

Figure 7 displays a longitudinal section of the concentration field after 350 s of venting (t = 500 s).
At this point the flow should have reached steady state condition [24]. The images show the reflection
of the turbidity current at the end wall of the channel and the return flow caused by the reflection.
The return flow is decreasing with increasing venting degree.

The lower the venting degree, the further the return flow travels back towards the inlet of the
channel. As the return flow causes additional resistance for the arriving turbidity current, the turbidity
current slows down and increases in height. This way at venting degrees of φVENT < 100% two regions
with a circular flow patterns form, visible in Figure 7a,b.
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(a) φVENT = 30%, hL = 0.14 m

(b) φVENT = 80%, hL = 0.21 m

(c) φVENT = 100%, hL = 0.23 m

(d) φVENT = 125%, hL = 0.25 m

Figure 7. Longitudinal section through the sediment concentration field in the channel with suspended
sediment concentration contours in ppm at different venting degrees φVENT. The plots display
a situation 350 s after the start of venting when steady state conditions have been reached. The velocity
field is displayed by velocity vectors (unscaled).

Figure 8 displays global venting efficiency and the normalized venting time t̄. Global venting
efficiency is initially strongly increasing at the start of venting. The slope of the lines is then decreasing
to a constant value when the flow in the channel reaches a steady state.

The initial slope of the lines for global venting efficiency (t̄ < 200) in Figure 8 is higher in the
numerical model results than in the outcomes of the physical model. This causes a slightly higher
global venting efficiency in the numerical model. After this initial period, the slope of the lines for
global venting efficiency from the numerical model matches the slope of the respective lines from the
physical model.
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Figure 8. Global venting efficiency at different venting degrees φVENT.
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3.4. Sediment Deposition Along the Channel

For the case with a venting degree of φVENT = 80% sediment deposition along the channel has
been recorded and compared to respective measurements by Chamoun et al. [24]. The results of
sediment deposition are displayed in Figure 9.
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Figure 9. Sediment deposition along the channel at a venting degree of φVENT = 80%.

Figure 9 shows decreasing sediment deposition along the channel length. While the initial peak
of sediment deposition is right at the inflow section in the numerical model results it occured slightly
downstream in the physical model. For the time steps t = 150 s (start of venting) the deposition in
the simulation results from the RSim-3D solver agrees fairly well with the measured deposition in
the laboratory experiments [24]. At t = 300 s the accumulation of sediment in the second quarter of
the channel visible in the physical model results is not reproduced in the numerical model, while the
remaining sections are in agreement. At t = 450 s sediment deposition in the numerical model is
overestimated compared to the physical model along the first third of the channel length.

4. Discussion

4.1. Code Verification and Validation

The general formation of the current at different time steps during the slumping phase in Figure 3
can be compared to theoretical models and pictures from laboratory experiments (e.g., [13]). Theory in
literature suggests that the total volume of the current remains constant during the slumping phase of
a gravity current. In addition, the height of the current is assumed to be constant along its length so it
can be approximated with rectangular boxes [13]. This theory holds true for the numerically modelled
particle-driven gravity current. Particularly at time steps t = 12 s and t = 18 s in Figure 3c,d the surface
of the turbidity current is relatively flat. Discrepancies between the results of the numerical model
and the theory of gravity currents [13] can be explained by the process of particle settling. Due to this
process the sediment load in the current is continuously decreasing and potential energy is lost [8].

Initial velocity of the numerically modelled particle-driven gravity current is constant and of
the same magnitude for about 20 s in all cases displayed in Figure 4. This is typical for the slumping
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phase [13,19]. After this phase the flow front advance decays depending on the fall velocity of the
particles which is described by An et al. [29].

According to the particle-driven gravity classification with respect to the deposition rate [29],
the turbidity current in case A corresponds to a mixed regime. This is in contrast to case G which
features a turbidity current in the deposition regime. In the latter the deceleration as a result of the
setting of particles [29] can clearly be observed at 20 s < t < 40 s (see Figure 4c). This shows that the
code is capable of modelling the effect of particle settling described by An et al. [29].

The comparison of the flow front advance in the physical [19] and numerical model in Figure 4
allows a quantitative comparison of the results. Using sufficiently fine meshes it has been achieved
to reproduce the particle-driven gravity current for all four grain size distributions considered with
reasonable accuracy.

It is assumed that inaccuracies in the flow front distance towards the end of each experiment
are a result of post-processing. Gladstone et al. [19] visually determined the position of the flow
front which might involve inaccuracies when the turbidity becomes low as a result of dilution. In
addition, when the concentration gradient at the flow front decreases the position of the flow front in
the numerical model is more sensitive to the choice of the minimum concentration defining the flow
front (10 ppm, see Section 3.1).

4.2. Mesh Sensitivity Analysis and Quantitative Error Analysis

To study mesh convergence Figure 10 displays the position of the flow front at time t = 111 s
for cases A, D and R and t = 84 s for case G, respectively. The displayed results have been retrieved
from simulations on different meshes and with different time steps. In all cases the curve flattens
with increasing mesh refinement, showing mesh convergence. The curves have the steepest slope
between the results of the meshes 3vl20 (42,160 cells) and 3vl30 (63,240 cells). Between those two
meshes a refinement is only made in the vertical direction. This suggests that sufficient fine vertical
spatial discretization is particularly crucial for modelling turbidity currents. Further discussion
of the mesh convergence on the basis of the grid convergence index [58,59] has been dismissed.
The complexity of the mesh and different refinement ratios in horizontal and vertical direction make
this approach impractical.

For cases A, D and R the flow front advance in Figure 10 approaches a value within the boundaries
of accuracy of the measured flow front advance from the physical model [19]. In case G flow front
advance in the numerical model is higher than the measured flow front advance. This suggests that
the fall velocity estimated using Equation (2) might be too low. In such cases the accuracy can possibly
be optimized for the particular particles in the suspension by calibration with respect to fall velocity
(see also Section 2.1.2).

Table 4 displays normalized Euclidean norms (p2-norms, Equation (8)) of the error (difference) ε

between the flow front advance in the numerical and the physical model. To compare the error norms
of simulations with different numbers of saved time steps, the norms are normalized by division by
the number of data points n.

||ε||2 =
ε · ε

n
(8)

For all cases p2-norms in Table 4 remain relatively constant or are even slightly increasing with
refinement from the second finest to the finest mesh. Similarly, the reduction of the time step from the
second lowest to the lowest did only result in minor changes of the error norms. This suggests that the
discretization error has been reduced to a minimum. The remaining error is driven by other factors
rather than spatial or temporal discretization. These include model assumptions such as the estimation
of fall velocity using Equation (2) or simplifications (see Section 2.1). Thus mesh convergence has
been achieved.
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Figure 10. Mesh convergence of the numerical models of lock exchange experiments. The cases differ
in their composition of particle sizes in the suspension: (a) Case A d = 25 µm. (b) Case D d1 = 25 µm,
d2 = 69 µm. (c) Case G d = 69 µm. (d) Case R d1 = 17 µm, d2 = 37 µm, d3 = 63 µm, d4 = 88 µm,
d5 = 105 µm. In cases including more than one grain size the total sediment concentration is uniformly
distributed across all fractions.

For cases A, D and R p2-norms are decreasing with the first three steps of mesh refinement.
While a decrease of the error has been achieved with further mesh refinement to the finest mesh in
case A, error norms are slightly increasing on the finest mesh in the other cases.

In contrast p2-norms in case G are increasing with refinement of the mesh 3vl20. This can be
explained with the overestimation of the flow front advance in this model (see above and Figure 4c,
Figure 10c). Despite this, the p2-norm is approaching a constant value on the fine meshes which shows
that mesh convergence has been achieved (see above).

In conclusion, a horizontal cell size of 3 cm and 30 vertical layers (63,240 cells) are necessary for
achieving the highest accuracy of the model of the lock exchange experiments. This agrees well with
the results of the mesh sensitivity analysis of Georgoulas et al. [9]. They found an entirely structured
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hexahedral mesh with 68,950 cells to be most practical for a numerical model of the lock exchange
experiments from Gladstone et al. [19].

Table 4. Euclidean norms of the difference between the flow front in the physical [19] and numerical
model with different spatial and temporal discretization. The cases differ in their composition of
particle sizes in the suspension: Case A d = 25 µm; Case D d1 = 25 µm, d2 = 69 µm; Case G d = 69 µm
and Case R d1 = 17 µm, d2 = 37 µm, d3 = 63 µm, d4 = 88 µm, d5 = 105 µm. In cases including more
than one grain size the total sediment concentration is uniformly distributed across all fractions.

∆ts 5vl105vl105vl10 3vl203vl203vl20 3vl303vl303vl30 2vl402vl402vl40 5vl105vl105vl10 3vl203vl203vl20 3vl303vl303vl30 2vl402vl402vl40

Case A Case D
1.00 0.515 0.315 0.224 – 0.405 0.245 0.128 –
0.50 0.396 0.216 0.110 – 0.309 0.145 0.049 –
0.20 0.318 0.127 0.035 0.017 0.237 0.072 0.017 0.021
0.10 0.282 0.091 0.018 0.011 0.213 0.051 0.013 0.024
0.05 0.273 0.077 0.013 0.011 0.230 0.049 0.011 0.022

Case G Case R
1.00 0.026 0.018 0.006 – 0.348 0.186 0.080 –
0.50 0.014 0.006 0.002 – 0.276 0.107 0.028 –
0.20 0.008 0.003 0.004 0.007 0.221 0.056 0.010 0.020
0.10 0.006 0.002 0.006 0.010 0.210 0.045 0.008 0.021
0.05 0.005 0.002 0.007 0.010 0.229 0.047 0.007 0.016

In order to get best results on a certain mesh a sufficiently small time step is required.
While reducing the time step substantially improves the accuracy of the results (see Figure 10 and
Table 4) it comes at only minimum additional computational effort (see Table 3). The low increase
in computation time compared to the additional number of time steps for which the equations need
to be solved can be explained by the smaller number of iterations required for the SIMPLE solver to
converge at each time step.

4.3. Venting

The shape of the turbidity current in Figure 5 matches the data from the physical experiments [24].
The height of the current in the results of the numerical model is about 40% of the channel
height. This is 10% less than the current height observed by Chamoun et al. [24]. The reason for
this underestimation can possibly be insufficient accuracy of the Stokes fall velocity Equation (2).
In addition, the approximation of the grain size distribution in Table 2 might be inaccurate since only
values for d10, d50 and d90 are provided by Chamoun et al. [24]. The return flow caused by the reflection
of the turbidity current at the end wall described in literature (e.g., [17,24]) is also visible in the results
from the numerical model in Figure 5.

The development of convective velocity along the channel length in Figure 6a from the numerical
model is similar to the measured velocity from the physical model [24]. This comes with the restriction
that absolute value of normalized velocity is higher in the numerical model than the measured velocity
in the physical one. As the ratio between the numerically modelled and measured velocity is more
or less constant, it is assumed that this offset is caused by using only the fall velocity of the particle
diameter d50 for normalization of flow velocity. This very likely does not sufficiently represent the
mixture of particles driving the turbidity current. Fall velocities of particles in the suspension range
from 0.4 mm s−1 to 3.7 mm s−1 (see also Table 2). The normalized velocity in the numerical model
would agree with the measured velocity in the physical model, when a fall velocity of 2.3 mm was
used for normalization.

The average sediment concentration of the vented suspension is similar in the numerical and
physical model [24]. The limitation in this comparison is that the temporal variation of the concentration
which has been measured in the physical model has not been captured with the numerical model.
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It is not expected that this temporal variation causes substantial influence on the results for overall
venting performance prediction. Venting performance usually is analysed integrated over time
(see e.g., Equation (6)).

In the longitudinal sections of the concentration field with different venting degrees φVENT in
Figure 7 return flow is clearly visible in cases with a venting degree lower than 1 (Figure 7a,b).
This return flow is lower in the models with a venting degree of φVENT = 100% and φVENT = 125% in
Figure 7c,d. Furthermore the figure also shows that the height of the turbidity current reduces with
increasing venting degree φVENT. This matches observations described by Chamoun et al. [24].

While a clear difference in the concentration contours in Figure 7 is visible comparing the
cases with φVENT = 30% (Figure 7a), φVENT = 80% (Figure 7b) and φVENT = 100% (Figure 7c)
the concentration field does not appear to change with further increase of the venting degree to
φVENT = 125% (Figure 7d). This agrees with the conclusion of Chamoun et al. that highest venting
efficiency can be achieved with a venting degree of φVENT = 100% [24].

Comparing global venting efficiency of the numerical model with global venting efficiency of
the physical model [24] in Figure 8 reveals that venting efficiency is generally overestimated in the
numerical model. The overestimation of global venting efficiency in the numerical model is particularly
high in the case with the highest venting degree φVENT = 125%. A possible explanation for this is the
second order upwind discretization of the convection part of the Navier-Stokes momentum Equation (1)
in the RSim-3D code. This scheme does not allow influence of a downstream cell on convection of
velocity. Thus “suction” from the bottom outlet is only propagated to upstream cells through the
pressure source term in the momentum equation and the pressure correction equation. This might
cause an underestimation of the velocity in the area of the bottom outlet. As a result less clear water is
vented through the bottom outlet and the concentration of the vented suspension is overestimated.
To overcome this issue, a non-upwind scheme for the advection of velocity could be implemented in
the model.

Sediment deposition along the channel could also be captured fairly well with the developed
solver. Particularly for the earliest time step (t = 150 s) displayed in Figure 9 the deposited amount
of sediment in the numerical model agrees well with the laboratory measurements [24]. In the
physical model results [24] a plateau in sediment deposition occurs along the second quarter of the
channel which is not captured by the numerical model. In addition, at the latest time step (t = 450 s)
sediment deposition along the first third of the channel length is overestimated in the numerical model.
The reason for the discrepancies between the sediment deposition in the numerical and physical
model results is credited to the missing implementation of resuspension in the numerical model
(see Section 2.1.2). While in reality a balance between sediment deposition and resuspension might be
reached in the upstream section of the channel as soon as enough sediment has accumulated on the
bottom, the latter process is not captured by the numerical model. Thus, the accumulation of sediment
at the bottom is overestimated. In addition sediment might be transported from the first quarter to the
second quarter of the channel as bed load. Bed load transport is also not considered in the current
version of the model.

4.4. Applicability of the Code to Real Reservoirs

The results of the test cases show that the developed code can accurately model turbidity currents.
Using the code it seems to be possible to numerically model the turbidity current from the entrance
into the reservoir to the dam without having to rely on empirical models. This provides an advantage
compared to earlier studies (e.g., [10]). In addition the solver RSim-3D has been developed with
particular focus on river applications [42] while earlier studies were relying on commercial CFD codes
with focus on other applications (e.g., [7,11,32,36]). This specialization of the RSim-3D solver allows to
efficiently apply the developed code to real reservoirs in their natural size and shape.

The effect of density gradients as a result of different spatially distributed sediment concentrations
can be seen by comparing Figure 5b,c. The development of the sediment plume is substantially
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different in the simulation including the source term for buoyant forces (Figure 5b) compared to
Figure 5c. This observation agrees with the statement of DeCesare et al. that turbidity currents are the
main transport mechanism for sediments in reservoirs [7]. In consequence it can be concluded that
buoyant forces should be a substantial part of computational fluid dynamics models of reservoirs.

Limitations in the current version of the model are related to the storage type of the reservoir.
Water in reservoirs for long term storage often has a different temperature than the inflowing water.
Thus density differences also result from temperature gradients which are neglected in the current
version of the model. Hence the application of the RSim-3D solver for turbidity currents is limited to
reservoirs for short term storage.

The mesh sensitivity study shows that reasonable results can be achieved even on rather coarse
meshes. The computation time on a desktop computer of the model of the lock exchange cases was
less than half an hour using the coarsest mesh (5vl12, 7280 cells) and between two and three days
(depending on the convergence) using the finest mesh (2vl40, 172,200 cells, see Table 3). This is
particularly relevant considering the problem of long computation times with 3D models of turbidity
currents in reservoirs mentioned by Lee et al. [11]. Although the computation time is still too long for
real-time studies, the model may allow a detailed analysis of the turbidity current in a reservoir in
reasonable time. In order to finally confirm the applicability of the RSim-3D code to model turbidity in
real reservoirs a test using a real reservoir geometry remains to be done as future work.

5. Conclusions

The existing hydrodynamic code RSim-3D [42,45] was successfully extended to model
particle-driven gravity currents. Test cases show that the numerical model converges with mesh
refinement and reduction of the time step. The flow front advance in lock exchange experiments
agrees well with the literature data [19]. The general relevance of including gravity currents into
computational fluid dynamics models of reservoirs is emphasized by comparing two simulations with
and without buoyant forces. The results show that the flow in the studied test case is substantially
driven by buoyant forces. Accuracy can potentially be increased through calibration of fall velocity.
Further development of the model can be done by the implementation of bottom exchange including
resuspension which is not mesh dependent.

Turbidity currents with continuous sediment inflow from experiments of Chamoun et al. [24]
have successfully been reproduced numerically using the developed code. A comparison of the
concentration field during venting shows the influence of the venting degree on the sediment
distribution in the channel. A limitation of the model is the upstream propagation of the “suction”
from the bottom outlet during venting. It is assumed that this is due to the second order upwind
discretization scheme used for convection of velocity in the momentum equations. As a result,
the vented sediment concentration at the bottom outlet is overestimated in the numerical model,
particularly at higher venting degrees of φVENT > 100%. Thus to improve the accuracy of the
numerical code in the immediate area of the bottom outlet a non-upwind scheme for the advection of
velocity can be implemented.

Moreover, sediment deposition could be captured fairly well with the numerical model.
This comes with the restriction of the missing implementation of resuspension of sediment. In addition,
sediment transported as bed load in the physical model was not transported in the numerical model.

In conclusion, the test cases show that RSim-3D with the newly implemented functionality to
model density currents provides the general capability to study turbidity currents in real reservoirs.
The computational effort is low enough that reasonable results can be achieved on a current desktop
computer in less than one week’s time.
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Abstract: A systematic variation of the exposure level of a spherical particle in an array of multiple
spheres in a high Reynolds number turbulent open-channel flow regime was investigated while
using the Large Eddy Simulation method. Our numerical study analysed hydrodynamic conditions
of a sediment particle based on three different channel configurations, from full exposure to zero
exposure level. Premultiplied spectrum analysis revealed that the effect of very-large-scale motion of
coherent structures on the lift force on a fully exposed particle resulted in a bi-modal distribution
with a weak low wave number and a local maximum of a high wave number. Lower exposure levels
were found to exhibit a uni-modal distribution.

Keywords: coherent structures; hairpin-vortex packets; hydrodynamic forces; particle entrainment;
very-large-scale motions; turbulent channel flow

1. Introduction

Coherent structures in the vicinity of the wall region in turbulent flow have received
significant attention after the pioneering findings of hairpin-like vortices [1] that possess
spatial coherence. Boundary layer studies found that the streamwise elongated coherent
structures carry intense turbulent kinetic energy (TKE) in the near wall region [2]. Velocity
streaks are the primary examples of this. Kline et al. [3] described the motion of low-speed
fluid flow from the viscous sublayer to the outer portions of the inner region as ejections,
which are responsible for the production of TKE, whereas sweeps are responsible for
the movement of high speed fluid flow towards the viscous sublayer. This quasi-cyclic
organized motion of fluid flow is referred to as bursting [4]. Furthermore, it was indicated
that the large-scale motion (LSM) of three-dimensional coherent structures resides within
the buffer and the logarithmic layer [4]. From this resulted an early classification of coherent
structures, which were limited to wall-bounded low Reynolds number flows, i.e., a scale of
size O(δ), where δ is the boundary layer thickness [4].

Later advances revealed the existence of two different scales in turbulent flows.
These are LSM and very-large-scale motion (VLSM) of coherent structures [5]. Kim et al.
described that VLSM are gathered from small hairpin packets to form long packets that are
spatially much longer than the LSM. They found that a bi-modal distribution in the spec-
trum analysis of velocity fluctuations results in two separate wavelengths that correspond
to VLSM and LSM. Since then, VLSM has been investigated in pipe flows [5,6], turbulent
flows [7–11], and open channel flows [12–17].

Hydrodynamic forces, in particular drag and lift, acting on a sediment particle in
turbulent flows have been extensively studied through experiments [18–27] and numerical
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simulations [28–34]. Recent investigations applied vortex-detection methods in order to
identify the coherent structures that are responsible for the generation of hydrodynamic
forces. Chan-Braun et al. [30] reported that streamwise elongated velocity streaks in the
buffer-layer are the responsible mechanisms for the correlation between the streamwise
velocity fluctuations and drag force. Vowinckel et al. [31] studied the entrainment of
a sediment particle over a fixed bed of a square arragement of spheres. They reported
the existence of streamwise aligned, counter-rotating structures at the onset of particle
entrainment. While these two studies adressed the influence of coherent structures on
the hydrodynamic forces of particles, their study was limited to velocity streaks within
the buffer layer. Schobesberger et al. [35] performed an experimental investigation of a
sediment particle resting on a smooth-wall and identified the passing LSM of coherent
structures at the onset of particle entrainment. A complementary numerical study of
this experiment, investigating a single sediment particle fully exposed to turbulent open
channel flow on a smooth-wall, was performed by Yücesan et al. [34], in the following
referred to as the M2 case. They found out that vortices that were characterised by their
spatial scale (in particular, in the wall-normal direction) to be similar or larger than that of
the sediment particle produced a significant simultaneous increase of lift and drag forces,
while interactions with small scale coherent structures resulted in negligible changes in
hydrodynamic forces.

Early investigations of the drag force while using spectrum analysis reported that
low frequency streamwise velocity fluctuations produce a quasi-steady drag force [36].
In addition to that, high frequency fluctuations were found to amplify the nonlinearity
due to high order velocity fluctuations in the spectrum curve, which is highly dependant
on the exposure level of the particle. Experimental studies of Cameron et al. [15,17] were
the first to analyse the effect of VLSM on the drag force of a spherical roughness element.
Their premultiplied spectrum analysis of the drag force was characterised with two modes
of scales which were low-frequency and high-frequency peaks. Low frequency peaks were
characterised by the influence of VLSM, whereas high frequency peaks were addressed to
the influence of the pressure field in the vicinity of the particle. Their study also reported
that the magnitude of the spectral peaks increases with increasing particle exposure and
channel depth. The premultiplied spectrum of the drag force of a fully hidden particle
was not affected by the VLSM due to a shielding effect which was also identified by
Dwivedi et al. [36]. While Chan-Braun et al. [30] were the first to identify a bi-modal
distribution of scales in the spectrum analysis of the drag force, their study evaluated
neither VLSM nor the effect of particle exposure.

Lift force is the less understood component of the hydrodynamic forces on a sediment
particle compared to the drag force. Recent investigations reported that lift force is poorly
correlated with the streamwise and vertical velocities and vertical momentum flux based
on the measurements at the upstream side as well as at the top side of the particle [22].
Smart & Habersack [21] reported that pressure difference above and beneath the particle
is large enough to entrain the particle. Dwivedi et al. [25] noted that increasing particle
exposure resulted in an increase of the skewness of the lift force. Their study also reported
co-spectra of the lift force and the flow field. Furthermore, a spectrum analysis of the lift
force was reported to exhibit two scaling ranges [37].

Today, our understanding of the interrelation between coherent structures and the drag
force has been established through varying particle exposure, auto- and cross-correlation
of the flow field, high order statistics and spectrum analysis. However, observations on
the lift force acting on the sediment particles were only limited to time series of pressure
measurements. Therefore, the effect of LSM and VLSM on the lift force still remains widely
unknown. The aim of the present study is to perform numerical simulations in order to
analyse the effect of LSM and VLSM on the lift force. The numerical simulation employs
two different configurations of a rough boundary, which are denoted as SP1 and SP2 cases,
in order to study the effect of roughness elements on the hydrodynamic forces. A compari-
son is performed with the aforementioned M2 case, in which a particle on a smooth-wall

4. Publications in SCI-listed journals

Wildt (2022) 43



Water 2021, 13, 248 3 of 16

is fully exposed to the flow [34]. Auto and Cross-correlation of the hydrodynamic forces,
in particular the lift force, with the flow field has been evaluated. The spectra and the
premultiplied spectra of the velocity fluctuations as well as the hydrodynamic forces acting
on the particle are presented and discussed.

2. Numerical Methods
2.1. Domain and Boundary Conditions

A systematic variation of the exposure level of a spherical sediment particle of fixed
size d = 0.026 m was performed, placed in an array of spherical roughness elements and
exposed to turbulent flow with a high Reynolds number. The numerical simulation consists
of two configurations of the bottom wall with different sizes of the roughness elements in a
square arrangement. The diameter of the roughness elements in the SP1 and SP2 cases is
characterised as d/2 and d, respectively. The particles were separated from each other by a
distance of ∆p = 0.154d, where ∆p is the shortest distance between the particles. The ratio
of the roughness elements to the channel height is characterised by d/h = 0.076 in the SP1
case and d/h = 0.152 in the SP2 case, where h is the channel height. The selection of the
particle diameter was based on the entrainment conditions of a single sediment particle
exposed to fully developed turbulent open channel flow as described in the experimental
study by Schobesberger et al. [35]. The no-slip/no-penetration ui = 0 boundary condition
was applied on the sediment particle surface. A schematic is presented in Figure 1 to
illustrate the setup of the simulation in the SP1 and SP2 cases. An open channel flow (OCF)
was considered with the dimensions of 0.9× 0.171× 0.3 m. The streamwise, wall-normal
and spanwise directions in a Cartesian coordinate system were denoted by x, y and z,
respectively. Throughout the manuscript 〈.〉 indicates time averaging.

max
u

u

SP1

SP2

d

Inlet plane Recycling plane

Y

X

h
 =

 0
.1

7
1

 m

condition
free−slip

Figure 1. Principle sketch of the flow field in the concurrent simulation for the SP1 and SP2 cases.

A concurrent simulation method was employed to compute a fully developed turbu-
lent open channel velocity profile in the streamwise direction [38,39]. The method uses a
plane orthogonal to the flow direction located in the downstream region of the channel to
sample the instantaneous velocity and pressure field which is then used as an inlet condi-
tion. Therefore, the approach flow in the simulation is characterised as a fully developed
rough-wall turbulent open channel velocity profile.

The simulation employed a no-slip/no-penetration ui = 0 boundary condition at the
bottom wall, the lateral walls as well as for the roughness elements, ∂u/∂y = ∂w/∂y = 0,
v = 0 at the free surface and ∂ui/∂x = 0 at the outlet, where u, v and w are the streamwise,
wall-normal and spanwise velocities, respectively. The outlet is located ≈5.8d (or ≈7308
(ν/uτ) in viscous units) downstream of the center of volume of the particle. While this
is expected to be large enough to avoid any influence of the outlet boundary condition
on the hydrodynamic forces acting on the particle, a further downstream extension of
the domain would have been desirable, but proved computationally unfeasible. The do-
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main of the simulation was discretized with a fully structured mesh by 24.24× 106 and
19.17× 106 cells in the SP1 and SP2 cases, respectively. The boundary layer thickness δ was
calculated based on the maximum mean streamwise velocity u(y)max in the wall-normal
direction at the top of the spherical sediment particle. Similarly, the friction velocity uτ

has been estimated based on the extrapolation of the linear segment of the total stress
curve. The streamwise length of the recycling plane was chosen according to the analysis
of the two-point correlation (TPC) of velocity fluctuations along the streamwise direction
depicted in Figure 2. The correlations were observed to drop to zero ≈ 5d away from the
inlet for the SP1 and SP2 cases.

The grid densities near the sediment particle in the present simulations were calculated
for the SP1 (s+ ≈ 1) and SP2 (s+ ≈ 1.2) cases. Additionally, the position of the first grid
node from the wall was set to y+ ≈ 1.5 and y+ ≈ 1.7 for the SP1 and SP2 cases, respectively,
which is well below ten wall units. Positions of the grid nodes within the domain in all
other directions are within 25 wall units. Therefore, the grid resolution is expected to be
fine enough to resolve most of the energy within the channel. Details of the simulation
parameters, including the M2 case [34], are summarized in Table 1.

0 5 10 15 20
x/d

0

0.5

1

R
x
′x

′

y/h = 0.5

0 5 10 15 20
x/d

0

0.5

1
R

x
′x

′

y/h = 0.5

(b)(a)

Figure 2. TPC of velocity fluctuations (u′, v′, w′ presented with (−), (−−), (•), respectively) at the center of the bulk along
streamwise (Rx′x′ ) direction: (a) SP1; (b) SP2 case.

Table 1. Simulation parameters: Ub =
1
h
∫ h

0 〈u〉dy is the spatially and temporally averaged bulk

velocity, uτ =
√
〈τw〉/ρ the spatially averaged friction velocity at the bottom wall, Reb = hUb/ν is

the bulk Reynolds number, Reτ = huτ/ν is the friction Reynolds number, δ is the boundary layer
thickness, ∆x+, ∆y+, ∆z+ and ∆s+ are the grid spacing along streamwise, wall-normal, spanwise
and sediment particle in viscous units, respectively, T+ = TUb/h is total simulation time in which
the statistical information was collected without taking into account turbulent transition.

Case Ub/uτ Reb Reτ δ ∆x+ ∆y+ ∆z+ ∆s+ T+

M2 23.25 71,755 3443 0.585h 15.5 7.7 15.5 1.9 125
SP1 9.10 75,327 8284 0.666h 16.5 1.5 16.5 1 79.3
SP2 7.42 77,096 10,373 0.737h 24.5 1.7 24.5 1.2 94

2.2. Methodology and Turbulence Statistics

Large Eddy Simulation (LES) of the unsteady Navier-Stokes and continuity equations
was performed to compute the incompressible, Eulerian flow field. The numerical setup
of the simulation is identical to Yücesan et al. [34]. The OpenFOAM [40] open-source
software package has been used for the numerical simulations. Convective terms were
discretized using an upwind-biased method, gradient terms by a central differencing
scheme. The time derivative was discretized by an implicit backward differencing method.
In order to preserve temporal accuracy, the Courant number was kept ≤0.5. The accuracy
of the numerical schemes in time and space is of second order.
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The time-averaged velocity field was gathered based on plane-averaged velocity data
sampled at x/d ≈ 28.27. The effective flow height was calculated as he f f = h− de f f , where
de f f is the artificial position of the wall defined as de f f = 0.8d/2 and de f f = 0.8d for the SP1
and SP2 cases, respectively. Figure 3a depicts the mean streamwise velocity normalized
by the bulk velocity. The resulting velocity profiles show that the maximum velocities
occurred below the water surface, indicating the presence of secondary currents (SC) in the
channel [41]. Secondary currents can be a significant mechanism of delivery of momentum
from and towards the channel boundaries if the aspect ratio (width to depth) is lower
than a certain value. Despite the influence of the SC in our numerical study, we have
omitted their effect as the scope of the present manuscript is not the interrelation between
VLSM and SC. The root mean square of velocity fluctuations for the SP1 and SP2 cases are
presented in Figure 3b and compared to the smooth-wall case M2. A visualization of the
mean velocity magnitude of the flow field is depicted in Figure 4.
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Figure 3. Normalized mean streamwise velocity for the SP1 (4) and SP2 (◦) cases, compared to the mean centerline
velocity profile for M2 (+) (a); root mean square of velocity fluctuations for the SP1 (4) and SP2 (◦) cases, compared with
the smooth-wall case M2 (+) (b).
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Figure 4. Streamwise aligned cross-sectional plane for the SP1 (a) and SP2 (b) cases. The mean streamwise velocity of the
flow field presented with colour contours.
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3. Results and Discussion
3.1. Hydrodynamic Forces Acting on the Spherical Particle

Hydrodynamic forces acting on the spherical sediment particle are defined, as follows,

F = −
∫

s
pn ds +

∫

s
τ · n ds (1)

where F is the total surface force that is acting on the target spherical particle, n is the
surface normal vector, s is the surface of the particle, p is the kinematic pressure, and τ is
the stress tensor.

The computation of drag and lift coefficients is based on the hydrodynamic force
formulation,

F{D,L,Z} =
1
2

U2
b A C{D,L,Z} (2)

where Ub is the bulk velocity, A = πD2/4 is the planform reference area of the spherical
sediment particle, FD is the drag force, FL is the lift force, FZ is the lateral force, CD is the
drag coefficient, CL is the lift coefficient, and CZ is the lateral force coefficient. Table 2
summarizes the statistics of the hydrodynamic forces, including the M2 case [34] in order
to present the variation of the forces.

Table 2. Statistics of forces acting on the stationary sediment particle: σD/〈FD〉 is the standard deviation of the instantaneous
drag force normalized by the mean drag, σL/〈FL〉 is the standard deviation of the instantaneous lift force normalized by
the mean lift, F+

D = 〈FD〉/ρν2 is the mean drag force presented in dimensionless form, where ρ is the density of the fluid,
F+

L = 〈FL〉/ρν2 is the mean lift force presented in dimensionless form, SD,L,Z and FLD,L,Z are the skewness and flatness of
the regarding instantaneous forces, respectively.

Case σD/〈FD〉 σL/〈FL〉 F+
D (×10−6) F+

L (×10−6) SD SL SZ FLD FLL FLZ

M2 0.094 0.284 19.5 4.98 0.138 0.119 0.037 2.624 2.91 2.899
SP1 0.347 0.47 10.3 4.1 0.441 0.262 −0.016 3.315 3.361 3.321
SP2 0.912 1.15 4.22 2.49 0.002 0.462 −0.249 3.399 4.134 3.723

The mean drag coefficients 〈CD〉, as shown in Figure 5, corresponding to the SP1
and SP2 cases, were identified as 0.211 and 0.082, respectively. The increase of the drag
coefficient is associated with the exposed area of the particle to turbulent open channel
flow. The coefficient of variation of the drag force σD/〈FD〉 increases with decreasing
particle exposure. The SP2 case yielded a ratio of 0.912, whereas the SP1 case resulted
in a significantly lower ratio of 0.347. The standard deviation of the drag force was
observed to decrease with increasing particle exposure. However, the rate of change in
the drag force is more pronounced than that of the variation of the standard deviation;
therefore, the coefficient of variation approached ≈ 1 for a fully hidden particle in SP2.
The investigations of Schmeeckle et al. [22] show that the coefficient of variation of the
drag force for a fully hidden particle becomes unity, whereas increasing exposure yielded
a lower ratio, which is in line with our findings. High order statistics showed that the
skewness of the drag is small for the SP1 and SP2 cases. The flatness of the drag forces
exhibits a decrease with increasing exposure level. The half-exposed and fully exposed
particles yielded similar flatness coefficients ≈ 0.33 as compared to the M2 case.
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Figure 5. Time series of the drag and lift coefficients for the SP1 (a,b) and SP2 (c,d) cases.

Table 2 presents the variation of the mean lift force with respect to the particle exposure.
Our results show that the mean lift force increases with increasing particle exposure.
However, the standard deviation of the fluctuations of the lift force exhibited a decreasing
trend with higher particle exposure. Earlier investigations conducted by Zeng et al. [42]
in a low Reynolds number channel flow reported an increase of the lift coefficient with
decreasing distance from the smooth-wall. The lift force on a rough boundary with varying
elevation level was investigated by Schmeeckle et al. [22], who reported a decrease of the
mean lift force with increasing distance of the particle from the bottom wall, simultaneously
increasing exposure. Thus, it was observed that a particle residing on the bottom wall
without an elevation increase results in an increase of the lift force with rising exposure.
On the other hand, only increasing the elevation level with or without roughness elements
yields a decrease of the positive pressure force generated at the bottom part of the particle.
A possible explanation of this behaviour is that increasing the particle exposure results in
an increase of the stagnation pressure at the leading edge, which, in turn, increases the
lift force with a higher exposure level. High order statistics (i.e., skewness and flatness) of
the lift force exhibit an increasing trend with decreasing exposure. The skewness of the
lift force in the SP2 case was observed as FLL = 0.462, while increased exposure (i.e., SP1)
yielded FLL = 0.262. The flatness of the M2 case exhibits a nearly Gaussian distribution,
whereas the SP1 and SP2 cases resulted in a higher flatness coefficient.

3.2. Auto-Correlation Function of Lift and Drag Forces

Figure 6 shows the Auto-Correlation Functions (ACF) of the hydrodynamic forces on
the spherical sediment particle for the SP1 and SP2 cases. The time lag was normalized
with outer scaling.

Auto-correlation of the fluctuations of the drag force was observed to decay faster
at a smaller lag with decreasing exposure of the particle. Auto-correlation of the drag
in the SP2 case drops to the zero axis more rapidly when compared to the half-exposed
particle in the SP1 case, as visible from Figure 6a. The findings of Yücesan et al. [34] also
confirm the decaying trend, as a fully exposed particle exhibits even a higher correlation
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over a larger lag. A possible explanation of this systematic decaying trend is associated
with the streamwise elongated coherent structures, which results in a high auto-correlation
over a large lag. A similar finding by Amir et al. [37] concluded that the cross-correlation
of two particles positioned along the flow direction with a distance apart is higher with
respect to the particles that are positioned spanwise, which is in line with our findings.
ACF of the drag force in the SP2 case exhibits a local minimum of −0.083 at TUb/h = 0.3,
whereas the SP1 case does not exhibit any local minimum. A possible reason of the local
minimum, observed only in the SP2 case, was assumed to be the effect of pressure forces,
in particular fluctuations of the pressure field near the bottom wall, according to previous
studies [37,43].

ACF of the fluctuations of the lift force for the SP1 and SP2 cases in Figure 6b showed
a close promiximity of decay over lag when compared to the auto-correlation of drag
forces. Therefore, the auto-correlation of the lift forces is less likely to be influenced by
the varying particle exposure in the investigated setup. This explains that streamwise
elongated coherent structures do not affect the lift force over a larger lag. In Figure 6b,
it can be seen that the SP1 case does not result in a local minimum, instead drops to the
zero axis at TUb/h ≈ 0.25 and fluctuates. A comparison of the auto-correlation between
fluctuations of the drag and lift forces in the SP1 case indicates that the lift force more
rapidly drops to the zero axis, whereas the ACF of the lift force in the SP2 case exhibits a
drop over a slightly longer time.
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Figure 6. Auto-correlation functions of drag (a) and lift (b) coefficients for the SP2 (−) and SP1 (−−) cases, when compared
with the literature results of the M2 case in Yücesan et al. [34] (· · · ).

3.3. Cross-Correlation Function of Lift and Drag Forces

Cross-correlation functions (CCF) of the drag and lift forces, as well as their correlation
with respect to the flow properties, in particular streamwise and wall-normal velocity
fluctuations, were analysed in order to understand how flow structures relate to the
hydrodynamic forces in the vicinity of the particle. The flow parameters were sampled at
two specific locations to assess the influence of the streamwise position on the correlation
coefficients. The wall-normal position was kept constant at y = 1.15d, whereas two
different streamwise positions were selected: at one spherical diameter (d) upstream of the
particle (x/d = −1) and at the top of the particle at (x/d = 0).

Figure 7 presents the CCF between drag and lift coefficients of the particle in the SP1
and SP2 cases and it provides a comparison with respect to the M2 case of Yücesan et al. [34].
In general, positive correlation indicates that fluctuations of the drag and lift forces have
the same positive sign, whereas the minimum peaks indicate the opposite signs of fluc-
tuating values [32]. Fluctuations of the drag and lift forces for the SP1 and SP2 cases at
zero lag TUb/h = 0 are weakly correlated: RCD

′CL
′/σCD σCL = (−0.055,−0.042). The SP2

case exhibits local minimum and maximum correlation coefficients of (−0.363, 0.249) at
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TUb/h = (−0.114, 0.11) with a separation time between the local maxima and minima
∆TUb/h = 0.224, whereas the SP1 case results in local maximum and minimum coeffi-
cients of (−0.265, 0.216), with a separation time of ∆TUb/h = 0.21. Therefore, the time lags
for which the maximum and minimum peaks are observed, are almost identical in both
cases. The SP2 case exhibits a slightly higher lag of ≈ +0.014 between the peak points of
its correlation when compared to the SP1 case. A possible explanation of this behaviour is
that bulk velocity in SP2 is higher as compared to the SP1 case, thus the wavelength of the
correlation in the SP2 case is larger. The correlation coefficient of both cases indicates that
the SP2 case is uncorrelated over a larger lag. However, the half-exposed particle in case
SP1 results in weak fluctuations of correlation. The amplitude of the negative correlation
coefficient is significantly reduced in the SP1 case, when compared to SP2, as also visible
from Figure 7. However, the gap between the maximum positive peaks of the correlation
coefficient of these two cases remains less affected with a slightly higher positive correlation
of the SP2 case. Thus, the fully hidden particle in case SP2 results in a higher amplitude of
the correlation when compared to the half-exposed particle in SP1.

The correlation coefficient between the drag and lift forces in previous studies on
a rough-wall [30,32,44,45] was reported to have a local maximum at ≈ (0.23 − 0.55),
and a local minimum at ≈ −0.5 for a single particle, which is in line with our findings.
A similar investigation [37] studied the correlation of two adjacent particles and a maximum
correlation coefficient of 0.115 was reported. The most surprising result reported by [34]
is the CCF between fluctuations of the drag and lift forces of a single sediment particle
resting on a smooth-wall, which does not exhibit a local minimum, but two maximum
peaks, which indicates that drag and lift forces result in a positively fluctuating correlation.
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Figure 7. Cross-correlation function of the fluctuations of the drag and lift forces for the SP2 (−) and
SP1 (−−) cases, compared with the literature results of the M2 case in Yücesan et al. [34] (· · · ).

Table 3 provides the minimum and maximum values of the correlation coefficients of
the hydrodynamic forces (CD, CL) with respect to the flow properties (u′, v′). The samples
of the velocity fluctuations were taken at two separate streamwise positions, in particular
one particle diameter upstream (x/d = −1) and at the top of the particle (x/d = 0).
Our results show that all of the presented cases exhibit a weak correlation, although the
correlation coefficients in the SP1 case exhibit slightly more pronounced values when
compared to the SP2 case. Thus, a correlation of the flow variables and hydrodynamic
forces was considered to be neglible, which corresponds to the findings of [22].
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Table 3. Cross-correlation of the streamwise and wall-normal velocity fluctuations at two separate locations with respect to
the hydrodynamic forces.

x/d = −1 x/d = 0

Case Ru′CD
′ /σu′CD

′ Ru′CL
′ /σu′CL

′ Rv′CL
′ /σv′CL

′ Ru′CD
′ /σu′CD

′ Ru′CL
′ /σu′CL

′ Rv′CL
′ /σv′CL

′

SP1 (−0.174, 0.234) (−0.100, 0.117) (−0.142, 0.090) (−0.182, 0.241) (−0.097, 0.104) (−0.106, 0.097)
SP2 (−0.099, 0.110) (−0.101, 0.078) (−0.095, 0.095) (−0.108, 0.106) (−0.101, 0.068) (−0.107, 0.086)

3.4. Spectrum Analysis

The power spectrum and premultiplied power spectrum of the streamwise velocity
fluctuations as well as fluctuations of the drag and lift forces acting on the sediment particle
were computed. The spectrum analysis of the velocity fluctuations was performed based
on samples that were taken at the top of the spherical particle (x/d = 0) at a distance
y = 1.15d away from the bottom wall. Premultiplied spectra of the streamwise velocity
fluctuations are used in order to identify the presence of the very-large-scale motion
of the coherent structures and their respective wavelengths. The very-large-scale and
large-scale coherent structures are corresponding to low frequency and high frequency
fluctuations, respectively. They were identified in many studies in turbulent channel
flows [8,9], turbulent pipe flows [5,6], and rough-bed channel flows [14,15,17]. Figure 8
provides a visual impression of the passing vortices in terms of their size and spatial
development. Clockwise and counter-clockwise rotating vortices are both extending up to
the channel height (y = h).
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Figure 8. Streamwise aligned cross-sectional plane for the SP1 (a) and SP2 (b) cases, showing the instantaneous velocity
fluctuations. Vortices rotating clockwise (red) and counter-clockwise (blue) are indicated, extending up to the channel
height (y = h).
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The visualization of the energy spectrum corresponding to the velocity field was
performed by applying the discrete Fourier transformation of the whole time-series of the
streamwise velocity fluctuations. A windowing operation of the signal was not applied,
due to very large size of the time-series, which is constituted of N = 44,721 and N = 61,894
samples for the SP1 and SP2 cases, respectively. The wave number of the spectra was
calculated based on Taylor’s frozen turbulence hypothesis of kx = 2π f /ub(M2,SP1,SP2)

with
the assumption that convection velocity is equal to the mean bulk velocity. Although some
studies [5,14] have reported the deficiency of Taylor’s hypothesis, the convection velocities
that were reported in the literature based on a rough-wall [32,37] were found to be within
the range of (0.66–0.72)Ub. Therefore, a higher wave number would be expected in the
determination of the true wave number than in our assumption. Thus, we consider an
underestimated wave number to actually strengthen our results.

Figure 9a–f show the results of the energy spectrum analysis, corresponding to the
M2, SP1, and SP2 cases, respectively. Figure 9a,c,e depict the energy spectra of the velocity
fluctuations. The trend of the energy spectrum in all cases exhibits a slight increase within
the low wave number region until a local maximum was obtained. Despite the high
amplitude fluctuations present in the spectra of the signal, a clear trend of the power law
(k−1) is visible, which separates the low wave number and high wave number regions.
Kim et al. [5] interpreted the beginning of the power law k−1 region as an indication of the
low wave number mode. Based on the beginning of the power law k−1, where a maximum
local peak occurs in the low wave number region of the M2 case, we decided to select
kxh/2 ≈ 0.5 in order to separate low wave numbers from the high wave number regime.
The wave number for which the beginning of the power law occurs in the spectra was
observed to decrease with an increasing diameter of the roughness elements. In the SP1
case, the beginning of the power law was observed at kxh/2 ≈ 0.4, whereas the SP2 case
resulted in a slightly lower wave number kxh/2 ≈ 0.3.

The area under the premultiplied spectrum curve can be interpreted as the correspond-
ing energy levels at specific wave numbers [5]. Therefore, we have presented premultiplied
spectra of the velocity fluctuations in Figure 9b,d,f in order to study the energy contents
with corresponding wave numbers. A local maximum in the premultiplied spectra in the
low wave number range is visible for all of the cases. The energy content of low wave num-
ber peaks for the M2, SP1, and SP2 cases resulted in Su(kxh)/2u2

τ = 0.213, 0.175, and 0.179,
respectively. Thus, the results indicate that an increasing particle height in the channel
decreases the strength of the VLSM, which may even suppress the evolution of the VLSM
of coherent structures due to the presence of a very large roughness height as compared
to the boundary layer thickness which influences the logarithmic layer [9]. On the other
hand, high wave number fluctuations were observed to decrease with increasing diameter
of the roughness elements.

Spectrum and premultiplied spectrum analysis of the drag force was conducted in or-
der to understand the effect of VLSM and LSM of coherent structures on the hydrodynamic
forces. The M2 and SP1 cases resulted in a bi-modal distribution in the premultiplied
spectra, as visible in Figure 10. The local maxima within the low wave number range
resulted in a significant decrease with increasing roughness element height or decreasing
particle exposure, although premultiplied spectra of the velocity fluctuations of the M2,
SP1 and SP2 cases exhibited similar local maximum values. Therefore, our findings are
in line with previous investigations [14,36]. The influence of the VLSM on the SP2 case is
negligible. The area under the high wave number premultiplied spectrum curve of the
fluctuations of the drag force corresponding to the LSM of the coherent structures was
observed to decrease with an increasing roughness element height, although the magnitude
of the local maximum was observed to be independant of the protrusion level, wxcept
for the M2 case. The investigation conducted by Cameron et al. [14] reported that the
high wave number peaks are due to the influence of the pressure field in the vicity of the
particle. Our results lend to support the same conclusion, because hydrodynamic forces
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for varying exposure levels showed that the mean drag force decreases with decreasing
particle exposure.
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Figure 9. Energy spectrum analysis of the velocity fluctuations; (a–f) correspond to the M2, SP1
and SP2 cases, respectively; (a,c,e) depict energy spectra, whereas (b,d,f) depict the premultiplied
energy spectra.
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cases, respectively; (a,c,e) depict energy spectra, whereas (b,d,f) depict premultiplied energy spectra.
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Figure 11 depicts the spectrum of the lift force and its corresponding premultiplied
spectrum. The premultiplied spectra of the lift force of the fully exposed particle (M2)
resulted in a bi-modal distribution, which was similar to the premultiplied spectra of
the drag force, exhibiting a weak local maximum within the low wave number region at
kxh/2 ≈ 0.5. Cases SP1 and SP2 only exhibited a uni-modal distribution within the low
wave number range. The energy contents of the local maximum of the high wave number
fluctuations significantly decreased with decreasing particle exposure.
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Figure 11. Energy spectrum analysis of the lift force; (a–f) correspond to the M2, SP1 and SP2 cases,
respectively; (a,c,e) depict energy spectra, whereas (b,d,f) depict the premultiplied energy spectra.

4. Conclusions

Large Eddy Simulation of an open channel flow with two varieties of rough-wall
boundary conditions has been carried out. The results were compared to the literature
results of Yücesan et al. (2021), Journal o f Hydraulic Research, for a single sediment
particle that was mounted on a smooth-wall in fully developed turbulent open channel
flow. Mean drag and lift forces were calculated and it was observed that the hydrodynamic
forces decrease in magnitude with decreasing particle exposure, whereas the coefficient of
variation increased. Thus, the rate of change in the mean hydrodynamic force is greater
than the standard deviation and, consequentially, force fluctuations along the streamwise
and wall-normal directions become more significant due to the increasing shielding effect.

The auto-correlation functions of the hydrodynamic forces were investigated and the
drag force was observed to decay faster with decreasing particle exposure, while the rate
of decay of the auto-correlation function of the lift force was observed to be almost inde-
pendent of the particle exposure. Correlations between drag and lift forces were computed,
and it was found that the cross-correlation function resulted in a higher coefficient for a
fully exposed particle when compared to a half-exposed particle.
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The premultiplied spectra of the velocity fluctuations were studied for the M2, SP1,
and SP2 cases, and two modes of spectral peaks were identified: a low wave number
peak indicating the presence of VLSM in the turbulent open channel and a high wave
number peak indicating the influence of the LSM of the coherent structures. The local
maxima within the low wave number regimes for the rough-wall cases were observed to
be smaller in magnitude as compared to the smooth-wall case. Premultiplied spectra of the
drag force showed that the fully exposed particle was characterised by a bi-modal shape,
which was composed of peaks of a low wave number and high wave number. Similarly,
the half-exposed particle exhibited peaks of a weak low wave number and a high wave
number. The energy content of the fluctuations of the drag force in the premultiplied
spectra were observed to decrease with decreasing exposure, despite that the magnitude of
the premultiplied spectral peaks in the M2 and SP1 cases were determined to be identical.
The fully hidden particle in the SP2 case was observed to be unaffected by the VLSM, which
may be due to the shielding effect that yields no influence on the drag force. Fluctuations of
the lift force on a smooth-wall reveal the existence of a weak local maximum within the low
wave number region and a high amplitude peak at high wave numbers. Thus, fluctuations
of the lift force of a single particle mounted on a smooth-wall were identified to possess a
bi-modal distribution. However, this behaviour was not observed for the SP1 or SP2 cases.
These results indicate that VLSM may not have an influence on the lift force of a particle on
a rough-wall. The energy content of the premultiplied spectra of the fluctuations of the lift
force within the high wave number region exhibits a decreasing trend for the rough-wall
cases in comparison to the smooth-wall boundary. The influence of the LSM of the coherent
structures gives an explanation for this observation, which may influence the pressure field
serving as the responsible mechanism in the vicinity of the particle.
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A B S T R A C T

Sediment plume development was modelled using an Euler–Lagrangian two-way coupled large eddy simulation.
Momentum exchange was calculated based on interaction forces in the Maxey–Riley equation. Validation
showed good agreement with experimental data from literature. For analysis of interaction between sediment
and fluid 6,859 particles were released into turbulent fluid flow. In order to ensure independence of the results
from arbitrary turbulent velocity fluctuations in the initial fluid velocity field, 41 simulations of the test case
starting from different initial flow fields were analysed. Results of these simulations are normally distributed.
Mean values indicate three phases of the development of the sediment plume: (i) acceleration phase, (ii)
transport phase and (iii) deposition phase. Significant slow down of fluid flow and particle sorting turned out
to be relevant processes in the initial development of the sediment plume which are not accounted for in
one-way coupled models.

1. Introduction

Sediment dumping is a frequently applied strategy following dredg-
ing operations in rivers (Hauer et al., 2018). However, only little is
known about the development of a sediment plume after dumping.
Observations in nature show highly dynamic processes in the area
where the sediment enters the flow. While some sediment particles
remain close to the water surface, others settle to the bottom of the
channel (Haimann et al., 2018).

Detailed studies of this process in nature are difficult to realize due
to the high spatial and temporal variability. Experiments in the labora-
tory are limited because of the difficulty of properly scaling sediment
particles (Hauer et al., 2018). In addition simultaneous observations of
the velocity of water and sediment are difficult to make (Zhong et al.,
2014).

Haimann et al. (2018) carried out a detailed study of the devel-
opment of a sediment plume after dumping of sediment from harbour
dredging in Danube River. Their study included on-site monitoring dur-
ing dumping accompanied by a three-dimensional sediment transport
model. They concluded that the behaviour of sediment immediately
after it is dumped into the river needs further investigation. Processes
of particle–fluid interaction need to be included in respective models.

∗ Corresponding author at: University of Natural Resources and Life Sciences, Vienna, Department of Water, Atmosphere and Environment, Institute of Hydraulic
Engineering and River Research, Muthgasse 107, 1190 Vienna, Austria.

E-mail addresses: daniel.wildt@boku.ac.at (D. Wildt), christoph.hauer@boku.ac.at (C. Hauer), helmut.habersack@boku.ac.at (H. Habersack),
michael.tritthart@boku.ac.at (M. Tritthart).

Based on theoretical considerations as well as physical and numeri-
cal models only some of the effects of sediment on turbulent fluid flow
have been parametrized. Several studies show the reduction of the von
Kármán constant in the logarithmic layer (e.g. Nezu and Azuma, 2004;
Ferreira, 2015; Cheng et al., 2018b). The effect of particles on fluid
turbulence have been incorporated into turbulence models (Hsu and
Liu, 2004; Amoudry, 2014; Kranenburg et al., 2014). Equations for the
sediment concentration profile have been developed by Rouse (1939)
and Hunt and Inglis (1954).

Computational fluid dynamics provides an efficient way to obtain
spatially and temporally highly resolved information about flow pro-
cesses. During the last decade several studies of sediment transport in
fluid flow have been carried out using different numerical modelling
approaches. They can be divided into Euler–Euler (e.g. Hsu and Liu,
2004; Amoudry, 2014; Kranenburg et al., 2014; Dallali and Armenio,
2015; Cheng et al., 2017, 2018b), Euler–Lagrangian (e.g. Squires and
Eaton, 1990; Vinkovic et al., 2011; Sun et al., 2017; Cheng et al., 2018a;
Sun et al., 2018; Elghannay and Tafti, 2018; Ota et al., 2019) and
Lagrangian–Lagrangian (e.g. Lobovský and Křena, 2007; Crespo et al.,
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2015; Canelas et al., 2016, 2017; Pahar and Dhar, 2017), based on the
field theory used for fluid and particles, respectively.

Particle–fluid interaction is described in detail by the Maxey–Riley
equations (Maxey and Riley, 1983). The equation describes forces
relevant for particle–fluid momentum exchange: (i) lift and drag force,
(ii) added mass force and (iii) Basset history forces. For general flows
the Basset history term is difficult to implement, as it includes the
storage of a large number of time steps. For this reason it is usually
neglected, despite Prasath et al. (2019) showed the importance of the
Basset integral in the solution.

Models in literature have implemented momentum coupling in dif-
ferent detail. The most basic method is the single-phase approach in
which sediment transport is modelled using an advection–diffusion
equation (one-way coupling). This has been extended by Dallali and
Armenio (2015) who accounted for the excess density due to sediment
concentration through a buoyancy term in the momentum equation.
Their analysis shows that this approach enables more accurate re-
sults than the classical single-phase approach while still solving the
momentum equation for the ambient phase only.

The complete two-phase Euler–Euler equations are, among others,
solved in the model SedFoam developed by Cheng et al. (2017). Added
mass force, lift force and basset forces were neglected in the model.
A 3D validation of the model has been carried out by large eddy
simulation (Cheng et al., 2018b).

Models using Lagrangian particle tracking for the dispersed phase
allow studying the trajectory of individual particles. Turbulent particle
dispersion can be accounted for through an eddy interaction model in
which random velocities are added to the particle velocities (Cheng
et al., 2018a). Sun et al. (2017) extended Lagrangian particle tracking
to capture rotational in addition to translational motion. A set of
common grain shapes was represented by bonded spheres.

Particle-turbulence interaction in steady-state fluid flow has been
studied using direct numerical simulations. Squires and Eaton (1990)
used a two-way coupled Euler–Lagrangian model to study both, the
effect of particle loading of different grain sizes on the turbulence and
vice-versa. Vinkovic et al. (2011) one-way coupled direct numerical
simulation (DNS) of fluid dynamics with Lagrangian particle tracking
for steady state suspended sediment transport. Their main focus was on
the interaction of wall-near turbulence structures and particles. In both
studies particles were distributed over the entire cross section of the
channel. Thus it is difficult to draw conclusions on the development of
a spatially confined sediment plume from their results.

Incorporating the effects of sediment on fluid turbulence in a single-
phase model Hsu and Liu (2004) achieved concentration profiles for
sheet flow similar to those that could be achieved with a two-phase
model. Furthermore also respective results of two-phase Euler–Euler
models could be improved including the effects of the presence of sedi-
ment particles on fluid turbulence (Amoudry, 2014; Kranenburg et al.,
2014). Despite the improvements of turbulence models, particle fluid
interactions are still modelled using highly empirical parametrizations
and are very sensitive to model coefficients. Thus it is expected that
turbulence-resolving modelling approaches are still the best option for
detailed studies on sediment transport.

Particle–fluid velocity differences were experimentally studied by
e.g. Greimann et al. (1999), Nezu and Azuma (2004) and Muste et al.
(2005) as well as numerically by Zhong et al. (2014). Nezu and Azuma
(2004) and Muste et al. (2005) carried out velocity measurements of
particle laden turbulent fluid flow in a laboratory channel. Amongst
others, they discussed the velocity difference between particles and
fluid as well as turbulence modulation of particles. Turbulence intensi-
ties in the wall-near region were enhanced by the presence of particles.
In the outer flow region no influence of particles on turbulence intensi-
ties has been observed by Nezu and Azuma (2004). This indicates that
a detail model for sediment–fluid interaction is particularly important
in areas of unsteady and non-uniform flow.

While a large number of studies dealing with steady sediment
transport exist, only a limited number of investigations of the tran-
sient transport of an individual sediment plume could be found in
literature. So far the flow of sediment suspensions has mainly been
studied on the basis of time-averaged profiles of velocities and concen-
trations (e.g. Zhong et al., 2011, 2014; Cheng et al., 2018b,a). Thus the
respective evaluations are limited to such conditions.

Gravity currents (e.g. De Cesare et al., 2001; Necker et al., 2002;
Lavelli et al., 2002; La Rocca et al., 2008; An et al., 2012; Hillebrand
et al., 2017) as well as test cases such as the failure of a column made of
glass beads and dambreak cases (e.g. Pahar and Dhar, 2017) did include
the unsteady movement of solid particles. However the surrounding
fluid did not have a superimposed velocity as in dumping situations.
Liu et al. (2018) study the saltation process of one individual particle
using a LES-DEM model. No study investigating the development of
a sediment plume in turbulent clear water flow could be found in
literature.

In the present study a large eddy simulation of the development of
a sediment plume released into fully developed turbulent fluid flow is
investigated. The applied numerical model uses Euler–Lagrangian two-
way coupling for fluid–solid momentum exchange and a stress term
to account for particle–particle interactions. The results of the analysis
should provide more detailed insights into the processes after dumping
of sediment into a river. The focus is on the portion of particles which
are immediately taken up by the flow and do not settle to the bottom at
the dumping site. In order to study particle sorting processes, different
particle sizes are used, covering Stokes numbers in the range of 0.18
to 19. The model is solved using the open-source package OpenFOAM
(Greenshields, 2018). Verification and validation of the model are
carried out using literature data from settling experiments in moving
water.

2. Methods

2.1. Governing equations

2.1.1. Fluid flow
Fluid flow is governed by the incompressible, three-dimensional

Navier–Stokes equations representing conservation of mass (1) and
momentum (2). Momentum exchange between particles and fluid is
accounted for through a source term in the momentum equations rep-
resenting the interface momentum transfer 𝑭 (Andrews and O’Rourke,
1996).

𝜕𝛼
𝜕𝑡

+ ∇ ⋅ (𝛼𝒖) =0 (1)

𝜕𝛼𝒖
𝜕𝑡

+ ∇ ⋅ (𝛼𝒖𝒖) =∇ ⋅
(
𝜈eff∇ ⋅ 𝒖

)
+ 1

𝜌
⋅ ∇𝑝 + 𝑭

𝜌
(2)

𝛼 represents the volumetric fraction of water in a cell, 𝜌 the density
of water, 𝒖 the fluid velocity, 𝑝 the pressure and 𝜈eff the effective
viscosity (see Eq. (4)). For the derivation of the interface momentum
transfer 𝑭 see below and Eq. (8).

Subgrid-scale turbulence is modelled using the Smagorinsky turbu-
lence model (Smagorinsky, 1963).

𝜈sgs = 𝐶𝑘

√
𝐶𝑘
𝐶𝜖

𝛥2|𝐷̄| with ∶ |𝐷̄| = (
2𝐷̄ ∶ 𝐷̄

) 1
2 (3)

𝜈eff = 𝜈 + 𝜈sgs (4)

The ∶ operator denotes a double inner product.
Smagorinsky model constants are set to 𝐶𝑘 = 0.02 and 𝐶𝜖 =

1.05. These values have been obtained by Yücesan et al. (2021) in
a parametric analysis using a similar simulation set-up. They agree
with the findings of Lysenko et al. (2012). 𝛥 is the filter length and
𝐷̄ the deformation rate of the resolved large scale field Ferziger and
Perić (2002). The kinematic viscosity 𝜈 is defined along with the fluid
properties in Section 2.2.1.
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2.1.2. Particle transport
Euler–Lagrangian two-way coupling is accomplished using the Mul-

tiphase Particle-In-Cell (MP-PIC) method. This algorithm combines the
advantages of Lagrangian particle tracking and continuum Euler meth-
ods (Andrews and O’Rourke, 1996).

The particle volume fraction 𝛩 is calculated from the particle dis-
tribution function 𝑓 (Andrews and O’Rourke, 1996).

𝛩 = ∬ 𝑓 𝑚
𝜌𝑠

d𝑚𝒗 (5)

with

𝛼 + 𝛩 = 1, (6)

𝑚 is the particle mass and 𝜌𝑠 is the particle density.
Transport of the particle distribution function 𝑓 is governed by

𝜕𝑓
𝜕𝑡

+ ∇𝒙 ⋅ (𝑓𝒗) + ∇𝒗 ⋅
(
𝑓 d𝒗
d𝑡

)
=
(
𝜕𝑓
𝜕𝑡

)

coll
(7)

where 𝒙 is the particle position and 𝒗 particle velocity (Andrews and
O’Rourke, 1996; Snider, 2001). The source term on the right hand side
of Eq. (7) is the return-to-isotropy term (O’Rourke and Snider, 2012)
which is part of the particle–particle interaction model described at the
end of this section.

Particle acceleration d𝒗
d𝑡 is calculated from the forces acting on the

particle using Newtons’ law of motion (Fernandes et al., 2018; Cheng
et al., 2018a).

𝑚𝑑𝒗
d𝑡

=
∑

𝑭 𝑖 (8)

The forces 𝑭 𝑖 in unsteady particle–fluid momentum exchange are
described in the Maxey–Riley equation (Maxey and Riley, 1983). The
present model includes drag force 𝑭𝐷, lift force 𝑭𝐿, added mass force
𝒇 𝑎𝑚, pressure force, gravity and inter-particle stress 𝜏.
d𝒗
d𝑡

= 𝑭𝐷 + 𝑭𝐿 + 𝒇 𝑎𝑚 − 1
𝜌𝑠

∇𝑝 + 𝒈 − 1
𝛩𝜌𝑠

∇𝜏 (9)

Drag force 𝑭𝐷 is calculated using the following approach:

𝑭𝐷 = 𝐶𝑑 ⋅
𝜌
𝜌𝑠

⋅ |𝒖 − 𝒗| ⋅ (𝒖 − 𝒗) (10)

The drag coefficient 𝐶𝑑 is calculated using an approach for non-
spherical particles presented by (Haider and Levenspiel, 1989).

𝐶𝑑 = 24
𝑅𝑒𝑝

⋅
(
1 + 𝑒2.3288−6.4581𝜙+2.4486𝜙

2
⋅ 𝑅𝑒0.0964+0.5565𝜙𝑝

)

+
𝑅𝑒𝑝 ⋅ 𝑒4.905−13.8944𝜙+18.4222𝜙

2−10.2599𝜙3

𝑅𝑒𝑝 + 𝑒1.4681+12.2584𝜙−20.7322𝜙2+15.8855𝜙3
(11)

𝑅𝑒𝑝 is the particle Reynolds number based on the diameter of an
equivalent spherical particle and the terminal velocity of the particle in
the fluid. The shape factor representing the ratio between the surface
area of a spherical particle with the same volume as the non-spherical
particle and the surface area of the actual particle is set to 𝜙 = 0.45.
This is the value which resulted from an analysis of particles by Worf
et al. (2019). Results of these experiments will be used in this study for
validation.

Lift force 𝑭𝐿 and lift coefficient 𝐶𝑙 are estimated using the following
equations by (Saffman, 1965).

𝑭𝐿 =
𝑚𝑠
𝜌𝑠

⋅ 𝜌 ⋅ 𝐶𝑙 ⋅ (𝒖 − 𝒗) × ∇ × 𝒖
|∇ × 𝒖|0.5 (12)

𝐶𝑙 =
3

2𝜋
√

|∇×𝒖|⋅𝑑2
𝜈

⋅ 6.46 ⋅ 0.0524 ⋅
√

0.5 ⋅ |∇ × 𝒖| ⋅ 𝑑2
𝜈

(13)

Added mass force 𝒇 𝑎𝑚 for each particle 𝑖 is calculated as:

𝒇 am,𝑖 = 𝐶am𝜌𝑉𝑝,𝑖 ⋅
(
D𝒖
D𝑡

−
d𝒗𝑖
d𝑡

)
(14)

using 𝐶am = 0.5 for the added mass coefficient as it is commonly used
in literature (e.g. Sun et al., 2017).

Basset history forces additionally included in the Maxey–Riley equa-
tion (Maxey and Riley, 1983) are not accounted for in the presented
model. Although its relative importance needs more investigation, it is
generally expected to be low. Hence those forces have also been ignored
in similar models by other authors (e.g. Sun et al., 2017; Cheng et al.,
2018b,a). Particularly when the relative acceleration between particles
and fluid is small it is not expected that the Basset history forces play
a crucial role.

Small particle sizes involved in the model in this study make the
calculation of collision forces of individual particle pairs (e.g. Cundall
and Strack, 1979; Tsuji et al., 1992) impractical. Thus particle prop-
erties are mapped to an Eulerian grid to compute a stress tensor 𝜏
based on kinetic theories for granular flow by (Lun et al., 1984; Snider,
2001).

𝜏 =
(
𝛩𝜌𝑠 + 𝛩2𝜌𝑠 (1 + 𝛾) 𝑔0

)
𝛷 (15)

The coefficient of restitution is 𝛾 = 0.80 which is slightly less than
the value measured by Durda et al. (2011) for 1m diameter granite
spheres.

The radial distribution function 𝑔0 is defined as (Snider, 2001):

𝑔0 =
3
5

⎛⎜⎜⎝
1 −

(
𝛩
𝛩cp

) 1
3 ⎞⎟⎟⎠

−1

(16)

The volume fraction at close packing is set to 𝛩cp = 0.65. Granular
temperature 𝛷 in Eq. (15) is calculated from the time average of the
squared differences of the instantaneous and the hydrodynamic particle
velocity 𝐶 (Snider, 2001):

𝛷 = 1
3
⋅ ⟨𝐶2⟩ (17)

Off-centre particle collisions bring about isotropic particle distribu-
tions (O’Rourke and Snider, 2012). This is accounted for in the model
by adding the return-to-isotropy source term

(
𝜕𝑓
𝜕𝑡

)
coll

developed by
O’Rourke and Snider (2012) to Eq. (7). This term causes the particles
to scatter due to collisions away from the direction of their original
velocities and drives their velocities towards an isotropic Gaussian
distribution.

2.2. Simulation set-up

2.2.1. Flow domain and boundary conditions
Flow depth in the channel is set to 𝛿 = 0.17m. This is approximately

the water depth used in the experiments by Worf et al. (2019) of
which results will be used for validation. Streamwise and lateral extents
of the channel are chosen large enough that all relevant turbulence
structures are included. 𝑙𝑥 = 2𝜋𝛿 ≈ 1.25m for channel length and 𝑙𝑧 =
𝜋𝛿 ≈ 0.55m for channel width are commonly accepted for smooth bed
flows (Bomminayuni and Stoesser (2011), see Fig. 1 for a longitudinal
section).

Cyclic boundary conditions are applied to inlet and outlet as well
as to the lateral walls. A no-slip boundary condition is applied for the
bottom wall and symmetry for the free-surface.

Turbulent fluid flow is initially generated in a single-phase simu-
lation. Starting from an initial flow field with a bulk velocity of 𝑢̄ =
0.5m s−1 and random velocity fluctuations the flow is recycled through
the domain for 120 flow-through times (300 s). A constant bulk velocity
is maintained through a momentum source implemented by adopting
the pressure gradient. This simulation for creating the initial turbulent
flow field is referred to as precursor simulation. Flow fields from the
precursor simulation results are stored from 𝑡 = 300 s onwards in regular
intervals of 0.04 flow-through times to be used as initial conditions for
the test case. In addition those results are used for comparison with
flow fields of the sediment plume.

Fluid properties are those of water with a kinematic viscosity of
𝜈 = 1.17 × 10−6 m2 s−1 and density 𝜌 = 1000 kgm−3. Based on a bulk
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Fig. 1. Scheme of the simulation set-up: 6859 particles are released from a 2 cm edge-length, cube-shaped area into turbulent channel flow with a bulk velocity of 0.5m s−1. The
trajectory of each individual particle is calculated using the MP-PIC approach. In addition to the initial particle position, exemplary positions and shapes of the sediment plume
are shown for four time steps.

Fig. 2. Grain size distribution in the simulations of the test case. (a) histogram of particle diameters; (b) cumulative ratio of particle mass by particle diameter.

fluid velocity of 0.5m s−1 and a channel height of 0.17m the Reynolds
number of the flow is 𝑅𝑒 = 72 650.

Simulations are carried out with particles sizes uniformly distributed
in the range of 0.07mm to 0.71mm (see Fig. 2). This corresponds to a
non-dimensional grain size of 𝑑+ = 1.13 and 𝑑+ = 11.4 respectively,
where 𝑑+ is defined by e.g. Nezu and Azuma (2004) and Dallali and
Armenio (2015) by the following equation:

𝑑+ =
𝑢∗𝑑
𝜈

(18)

Shear velocity 𝑢∗ is calculated from the wall shear stress which is
determined by extrapolating the linear part of the Reynolds shear stress
profile (see Section 3.1.1).

The particle Stokes number 𝑆𝑡 characterizes the ratio of the particle
response time 𝜏𝑝 to fluid solicitation 𝜏𝑓 (Elghobashi, 1994; Vinkovic
et al., 2011).

𝑆𝑡 =
𝜏𝑝
𝜏𝑓

(19)

with ∶ 𝜏𝑝 =
𝜌𝑠𝑑2

18𝜌𝜈
𝜏𝑓 = 𝜈

𝑢2∗
(20)

For the particle diameters used in the model in this study the particle
Stokes number ranges from 0.183 to 18.8.

2.2.2. Sediment plume
Verification and validation of the model has been carried out,

reproducing the experiments by Worf et al. (2019). Three measuring
spoons (≡ 3 ⋅ 0.24ml) of sediment of different grain fractions were
introduced into turbulent channel flow through a pipe over a time
of approximately 1 s. Sediment density was 2650 kgm−3 and the shape
factor 0.45.

Fall velocities were obtained from the experiments by Worf et al.
(2019) based on the slope of the regression line through the (𝑥, 𝑦)-
positions of the particles multiplied with the fluid velocity. 𝑥 is the flow
direction of the fluid. Acceleration due to gravity is acting in negative
𝑦 direction.

The setup of the test case for studying the development of the
sediment plume is similar to the validation case described above. The
main difference is that particles are not continuously released over a
certain period of time. 6859 particles are placed in a 𝑙0 = 2 cm edge
length grid (19 × 19 × 19) in the upper area of the channel close to
the inlet (see Fig. 1). This corresponds to an initial volumetric particle
concentration of approximately 4.4%. Particle properties are the same
as in the validation cases.

2.3. Discretization and numerical solution

The governing equations described in Section 2.1 are discretized in
space on a structured mesh with about 5.5Million cells (350×106×150).
This corresponds to a dimensionless cell size of 𝛥𝑥+ = 𝛥𝑥𝑢∗

𝜈 ≈ 60 and
𝛥𝑧+ = 𝛥𝑧𝑢∗

𝜈 ≈ 60 in streamwise and lateral direction, respectively. The
mesh is refined towards the bottom wall (no-slip boundary condition)
so that the boundary cell height is approximately 𝛥𝑦+ = 𝛥𝑦𝑢∗

𝜈 =
1.6. Wall-adjacent cell centres are at 𝑦+ = 0.78 on average. Pressure
coupling is accomplished by the PISO algorithm (pressure-implicit split
operator).

Grid resolution in streamwise and lateral direction is evaluated
based on two-point correlations of turbulent velocity fluctuations
𝐵𝑢𝑢 (𝑥) calculated from the instantaneous velocity samples by the
following equation (Davidson, 2009):

𝐵𝑢𝑢 (𝑥) = ⟨𝑢′ (𝑥) ⋅ 𝑢′ (𝑥 − 𝑥̂)⟩ (21)

The model is solved using solvers of the package OpenFOAM 6
(Greenshields, 2018). pisoFoam is used for the model of fluid flow
for initializing the flow field. An adopted version of MPPICFoam,
neglecting hydrostatic pressure for the Eulerian phase, is used for the
two-way coupled Euler–Lagrange model of fluid and particles.

A second order implicit scheme is used for time discretization.
The time step is 0.5ms which corresponds to a maximum Courant
number of approximately 0.27. Advection of velocity is discretized using
standard Gaussian finite volume integration with second order central
differences interpolation (Greenshields, 2018).
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Fig. 3. Turbulence intensities (a) and Reynolds shear stress (b) in the precursor simulation spatially averaged in lateral direction.

2.4. Result evaluation

In order to analyse the influence of instantaneous turbulent velocity
fluctuations, a total of 41 simulations using the same simulation set-
up and boundary conditions are carried out. Each of these simulations
is started from a new initial flow field retrieved from the precursor
simulation (see above). The results used as initial conditions for the test
case cover a period of 16 flow-through times. After verifying normal
distribution of the results of the 41 simulations further evaluation is
done based on mean values.

Precursor simulation results are also used for the comparison of the
flow field of clear water flow with the flow field around the sediment
plume at corresponding time steps. This allows to directly observe the
influence of the particles in each individual cell of the flow field.

Influence of sediment on fluid-flow is analysed based on differences
between instantaneous fluid velocities in cells with particles present
and time averaged fluid velocities of clear water flow in the respective
cells from the precursor simulation. A one-sample Student t-test is used
to test significance of the velocity difference averaged over all particles
for each time step.

Development of the shape of the sediment plume is analysed on the
basis of the dimensions of the bounding box enclosing the sediment
particles for each time step. Preliminary tests showed that the shape of
the sediment plume is quite sensitive to individual particles. With 2.5%
or more of the particles on the extreme ends of the sediment plume
excluded from this evaluation, the qualitative results remain constant.
Hence in order for this analysis to be less sensitive to individual
particles separated from the core of the plume, 2.5% of the particles
on the extreme ends in each direction are not included in this analysis.

3. Results and discussion

3.1. Verification and validation

3.1.1. Turbulent fluid flow
Validation of turbulent fluid flow is carried out based on spatial

and temporal averages of velocity fluctuations (Fig. 3) and velocities
(Fig. 4). Time averages are calculated from 14 200 instantaneous veloc-
ity samples which were collected from a 𝑥-normal sampling plane at
𝑥 = 1.0m in regular intervals over a period of 56.8 flow-through times.
Time averages are denoted by ⟨⋅⟩ and spatial averages by ⋅̄.

Fig. 3a displays root-mean squared turbulent velocity fluctuations
normalized by the shear velocity 𝑢∗. These turbulence intensities nor-
malized by the shear velocity are slightly over predicted by the model
with respect to the experimental data by Nezu and Rodi (1986) partic-
ularly in the lower half of the channel. The reason for this is expected
to be the relatively low shear velocity in the model (see below).

Fig. 3b displays spatial and temporal averages of Reynolds shear
stress normalized by the square of the shear velocity − ⟨𝑢′𝑥𝑢′𝑦⟩

𝑢∗
. Reynolds

shear stress is 0 at the bottom wall and steeply increases in the viscous
sublayer and the buffer layer. Above the peak Reynolds shear stress
decreases linearly to 0 at the free surface which is consistent with
theory (Pope, 2000; Dey, 2014). A comparison of the Reynolds stress
profile with experimental data from literature (Nezu and Rodi, 1986)
shows good agreement.

The extrapolation of the linear part of the Reynolds shear stress pro-
file to the channel bed yields a wall shear stress of 𝜏𝑤

𝜌 =

3.5476 × 10−4 m2 s−2. Thus the shear velocity is 𝑢∗ =
√

𝜏𝑤
𝜌 =

0.018 835m s−1 and the shear Reynolds number 𝑅𝑒∗ = 2737.
Spatial and temporal averages of non-dimensional streamwise fluid

velocities 𝑢+ are plotted against channel height in Fig. 4a. Velocity
is zero at the bottom wall and increases in wall-normal direction
following a logarithmic curve.

Fig. 4b displays the normalized velocity profile 𝑢+ together with a
theoretical curve based on the velocity-defect law (Guo, 2017).

𝑢+max − 𝑢+ = 1
𝜅
ln
(

1
2𝐵0𝜂 (2 − 𝜂)

− 1
2𝐵0

+ 1
)

(22)

The von Kármán constant in Eq. (22) is 𝜅 = 0.39 and 𝐵0 =
0.2 according to Guo (2017). 𝜂 = 𝑦

𝛿 is the normalized wall-normal
coordinate. Maximum non-dimensional streamwise velocity 𝑢+max = 29.3
is determined from the simulation results in Fig. 4a.

Despite the velocity profile in Fig. 4 being consistent with the
velocity-defect law (22), streamwise velocities are slightly higher than
respective experimental results by Nezu and Rodi (1986). At the same
time velocities are relatively low in the near wall region. The reason for
this is the relatively coarse mesh with a non-dimensional cell height of
the bottom boundary cell of 𝛥𝑦+ = 𝛥𝑦𝑢∗

𝜈 = 1.6. Despite the wall-adjacent
cell centre being at 𝑦+ < 1, which is the generally accepted value
(e.g. Davidson, 2009), there are only three cells resolving the laminar
sublayer (𝑦+ ≤ 5). It is not expected though that this has considerable
effect on the particle sediment interaction. For this reason the flow
field is considered accurate enough to be used as initial condition for
the test case on sediment transport. In order to account for the non-
resolved flow scales, non-dimensional wall units 𝑦+ = 𝑦𝑢∗

𝜈eff
in Fig. 4b

are calculated based on the effective viscosity of 𝜈eff = 2 × 10−6 m2 s−1.
Fig. 5 displays two-point correlations (Eq. (21)) in streamwise and

lateral direction normalized by the temporal average of the squared
velocity fluctuations. In streamwise direction there are 29 cells with
two-point correlation of streamwise velocity greater than 0.3 and 10
cells with two-point correlation for lateral velocity greater than 0.3,
respectively. In lateral direction there are 10 cells with two-point
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Fig. 4. Spatially and temporally averaged velocity profile: (a) non-dimensional streamwise velocity; (b) logarithmic velocity profile.

Fig. 5. Two-point correlation of turbulent velocity fluctuations: (a) streamwise direction; (b) lateral direction.

correlation greater than 0.3 for the streamwise and the lateral velocity
component. This number of cells are considered enough to resolve large
eddies but ‘‘far from well resolved LES’’ (Davidson, 2009). Similarly
to the velocity profile above the fulfilment of this requirement is
considered appropriate for the purpose of this study.

3.1.2. Sediment transport
Fall velocities 𝑣𝑠 of the sediment plume in turbulent fluid flow at

a bulk velocity of 0.5m s−1 are plotted against the particle diameter in
Fig. 6. For particle sizes larger than 0.25mm the fall velocity in the
results of the numerical model lies within the range of fall velocities
measured by Worf et al. (2019) in the laboratory. However, the fall
velocity of the fraction 0.18mm < 𝑑 < 0.25mm is overestimated in the
numerical model with respect to the measurements from the physical
model.

Worf et al. (2019) observed that some particles hardly settled at all
and remained in the upper part of the channel during their experiments.
They suggested that these particles have a very low shape factor (flat
plates) and thus a low fall velocity. However, a constant shape factor
is used in the numerical simulations. As a result the very low fall
velocities of flat plates are not reproduced in the numerical model.

It is assumed that the lack of particles with very low shape factors
in the numerical model causes the overestimation of the fall velocity of
the fraction 0.18mm < 𝑑 < 0.25mm. In order to compensate for this and
also include particles with Stokes numbers < 1 in the model, the range
of particle sizes is extended by another fraction 0.07mm < 𝑑 < 0.18mm.

Fig. 6. Comparison of fall velocities in turbulent fluid flow from physical measurements
and numerical model results (median and error bars).

Fig. 7 displays the particles at different timesteps after their release
from the start of the channel in one exemplary simulation of the test
case. The sediment plume is transported by the fluid in direction of
the fluid velocity. This motion is superimposed by a gravity current
as a result of the higher density of the sediment suspension compared
to the surrounding clear water. In addition particles settle in negative
𝑦 direction. As a result of diffusion, turbulent dispersion and varying
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Fig. 7. Development of the sediment plume at different time steps after the release of sediment into turbulent flow. Velocity contours in the background are in ms−1 and channel
coordinates in m. (a) 𝑡 = 0.1 s, (b) 𝑡 = 0.5 s, (c) 𝑡 = 1.0 s, (d) 𝑡 = 1.6 s.

particle diameters the shape of the sediment plume gets distorted from
its original shape.

3.2. Time dependent variability of the results

Fig. 8 displays the distribution of the differences 𝛥𝑢 of fluid veloc-
ities in cells with particles present and time-averaged fluid velocities
of clear water flow in the respective cells for all 41 simulations. The
velocity differences are averaged over all cells with particles present
(see also Section 2.4) and normalized by the bulk flow velocity 𝑢̄.

The one-sample Student t-test shows that streamwise fluid velocities
in the sediment plume are significantly different from the respective
velocity component in clear water flow over the first 0.9 s of the
development of the sediment plume. For the vertical velocity compo-
nent this difference is significant for the entire development of the
sediment plume (𝑝 < 0.05). The implications of these observations on
the importance of two-way coupling will be discussed in Section 3.5
below.

Development of the shape of the sediment plume is analysed on the
basis of the dimensions of the bounding box enclosing the sediment
particles (see Section 2.4). The development of the streamwise and
vertical edge length of this bounding box, normalized by the initial edge
length 𝑙0 is displayed in Fig. 9.

In contrast to velocity differences, the variation of edge length of
the bounding box around the sediment plume from the 41 simulations

increases with time (Fig. 9). Several outliers are visible in Fig. 9a for
𝑡 ≥ 1.7 s. In these runs a number of particles have reached the bottom
of the channel, from where they are not transported any further. As
other particles are still in suspension and transported by the flow, the
particle distribution in streamwise direction increases at a high rate.

With the exception of the streamwise plume extents for 𝑡 ≥ 1.7 s,
velocity differences and plume extents in Figs. 8 and 9 show a normal
distribution. This indicates that further discussion based on means over
all 41 runs of the test case is justified.

3.3. Fluid and particle velocities

Fig. 10 displays the streamwise component of the particle velocities
𝑣𝑥 plotted against instantaneous fluid velocities 𝑢𝑥 in the respective
cells. The points are coloured by the diameter of the particle they
represent. Black polygons show the range of particle velocities plotted
against time averaged fluid velocities in the respective cells from the
precursor simulation (single-phase). An equivalent analysis for the
vertical velocity components 𝑣𝑦 and 𝑢𝑦 is shown in Fig. 11.

The average overall magnitude of instantaneous fluid and particle
velocities is almost equal. Only at 𝑡 = 0.5 s and 𝑡 = 1.0 s large
particles have a slightly higher velocity than their surrounding fluid.
The differences between particle and fluid velocities are decreasing
with the development of the plume.
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Fig. 8. Streamwise and vertical differences between time-averaged velocities of clear water flow and fluid velocities in the area of the sediment plume. Each boxplot shows the
distribution of the results from the 41 simulations at a specific time step after release of the particles. (a) streamwise velocity component; (b) vertical velocity component.

Fig. 9. Streamwise and vertical extent of the sediment plume from the different runs in proportion to the edge length of the original cube-shaped sediment plume 𝑙0. Each boxplot
shows the distribution of the results from the 41 simulations at a specific time step after release of the particles. (a) streamwise extent; (b) vertical extent.

For the earlier time steps 𝑡 ≤ 1.0 s displayed in Fig. 10 the dis-
tribution of instantaneous fluid velocities is tilted towards the lower
velocities compared to clear water velocities. With advancing time and
evolution of the sediment plume the range of fluid velocities in the
sediment plume approaches the respective range of clear water flow
from the precursor simulation. In contrast to the lower end of the fluid
velocity distribution, maximum values for fluid velocities in the area of
the sediment plume are hardly affected by the presence of sediment.

At 𝑡 = 0.1 s and 𝑡 = 0.5 s velocity differences between large particles
and their surrounding fluid in Fig. 10 are higher than those between
smaller particles and fluid. This shows the lower response time 𝜏𝑝 of
particles with lower Stokes numbers.

In contrast to the streamwise velocity components, a clear offset
between fluid and particle velocities in direction of gravity 𝑢𝑦 is visible
at all time steps displayed in Fig. 11. Negative 𝑦 particle velocity com-
ponents 𝑣𝑦 are higher than the respective fluid velocity components.
The reason for this is particle settling. As large particles have higher
fall velocities than small particles, particle sorting with respect to grain
size is visible at all time steps in Fig. 11.

Typical single-phase models of sediment transport account for the
vertical velocity difference between sediment and fluid by adding the
terminal fall velocity to the particle velocity. However, a comparison
of the median value of the particle–fluid vertical velocity differences in
the model and the terminal velocity of the particles according to the
formula by Haider and Levenspiel (1989) shows that the particle–fluid
velocity difference (0.030m s−1) is slightly lower than the theoretical
terminal velocity (0.039m s−1) of the particles. This is consistent with
studies of fall velocities in turbulent fluid flow in literature (e.g. Worf
et al., 2019).

Similarly to streamwise fluid velocities, the range of vertical fluid
velocities is also extended towards negative 𝑦 by the particles. The
reason for this is the higher density of the water sediment suspension.
This phenomenon will be discussed in more detail in the following
sections.

For 𝑡 ≥ 0.5 s after the release of the sediment plume higher negative
𝑦-fluid velocity components are related to the presence of smaller
particle diameters. This can be explained by the lower fall velocities
of fine grains. Due to their lower fall velocity a larger part of their
potential energy is available for the formation of the gravity current
driven by the density difference between the sediment plume and the
surrounding clear water (Gladstone et al., 1998). This effect is less
clearly visible at 𝑡 = 0.1 s. The reason is that larger particles have not
yet separated from the smaller particles due to their higher fall velocity.
Thus there are no areas in the sediment plume where certain particle
sizes are dominating.

This process driven by initial particle sorting also results in a more
narrow range of vertical particle velocities at later time steps 𝑡 ≥ 1 s. On
the one hand small particle fractions have a lower terminal velocity but
at the same time form a stronger gravity current in negative 𝑦 direction.
On the other hand large particles have a higher fall velocity while a
lower amount of their potential energy is available for acceleration of
the gravity current.

In addition to buoyancy, settling particles may accelerate their
surrounding fluid in the direction of gravity via drag force. While
gravity currents have already been investigated in several studies in
literature (e.g. Dallali and Armenio, 2015), this process is expected to
play a less important role. This assumption is supported by the above
described observation that fluid surrounding large particles with high
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Fig. 10. Fluid–particle velocity comparison: streamwise component. The velocity of each particle 𝑣𝑥 is plotted on the 𝑦-axis against the velocity of its surrounding fluid 𝑢𝑥 on the
𝑥-axis. Solid black lines indicate the range of the time-averaged fluid velocities from the precursor simulation (single-phase) in the area of the sediment plume. The dashed line
represents 𝑢 = 𝑣 for reference. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

fall velocities is less influenced by the presence of particles than fluid
surrounding fine particles. Thus while the effect of buoyancy appears
to be crucial for an accurate model of sediment transport, vertical
momentum transfer through drag is not expected to play a major role.

3.4. Particle influence on fluid flow

Quadrant analysis is an efficient means of obtaining a quantitative
measure for the influence of the sediment on the turbulent fluid flow
(Vinkovic et al., 2011). Instantaneous fluid velocities in cells with
particles present are compared to time-averaged fluid velocities of
clear water flow in the respective cells. These (𝑢′𝑥, 𝑢

′
𝑦) fluid velocity

fluctuations are displayed in Fig. 12. The colour of the points shows
the volumetric sediment concentration 𝛩 in the respective cell.

Fig. 12 shows that fluid velocities are tilted towards the third quad-
rant (lower streamwise velocity and higher negative vertical velocity)
particularly in the earlier two time steps displayed. This again shows
the slowdown of the fluid by the inertia of the sediment (see also
Fig. 10) and the vertical acceleration due to the higher density of the
water-sediment suspension (see also Fig. 11). Maximum positive fluid
velocity fluctuations in the sediment plume are similar to those of clear
water flow.

As the sediment plume evolves, particles and fluid accelerate in
streamwise direction. Approximately 1 s after the particles have been
placed into the fluid, streamwise velocity fluctuations are approxi-
mately within the same range as they are in clear water flow. This is
consistent with observations by Nezu and Azuma (2004) who observed
no influence of particles on the fluid turbulence modulation in the
outer region. The offset of fluid velocity in vertical direction remains
throughout the simulation, but decreases with decreasing sediment
concentration.

At the first time step displayed fluid velocities in cells with the
highest particle concentration deviate most from time-averaged fluid
velocities. This shows that the major part of the sediment plume has
not yet accelerated with the flow. Only some individual particles have
been separated from the plume and transported to higher velocity flow
areas. At 𝑡 = 0.5 s streamwise fluid velocities in high concentration cells
are closer to the time-averaged clear water velocity than in cells with
lower concentration.

3.5. Development of the sediment plume

Fig. 13 displays the temporal development of velocity differences
𝛥𝑢 between fluid influenced by the particles and time averaged clear
water flow (top). The development of the size of the sediment plume
is displayed in the bottom panel. The values displayed in Fig. 13 are
means of the distributions visualized as boxplots in Figs. 8 and 9,
respectively. The figure is used to analyse the temporal development
of the processes identified in the sections above. In addition their
influence on sediment dispersion is discussed based on the extents of
the sediment plume.

Temporal development of fluid velocity differences and the extents
of the sediment plume in Fig. 13 indicates the existence of three phases
during the development of the sediment plume:

acceleration phase: Initially the streamwise velocity in the sediment
plume is significantly lower than in clear water flow (see also
Section 3.2). At the same time the negative 𝑦 component contin-
uously increases during this initial phase. The sediment plume
grows in streamwise and vertical direction while its width in
lateral direction is remaining constant during the first 0.2 s after
particles were added to the flow.
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Fig. 11. Fluid–particle velocity comparison: vertical component. The velocity of each particle 𝑣𝑦 is plotted on the 𝑦-axis against the velocity of its surrounding fluid 𝑢𝑦 on the
𝑥-axis. Solid black lines indicate the range of time-averaged fluid velocities from the precursor simulation in the area of the sediment plume. The dashed line represents 𝑢 = 𝑣 for
reference. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 12. Quadrant analysis of the average fluid velocity fluctuations in the area of the sediment plume of 41 simulations (points). Hypothetical velocity fluctuations in the same
area without sediment are marked with dashed lines. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 13. Top: Development of three-dimensional fluid velocity differences between fluid in the area of the sediment plume and clear water flow in spatial directions 𝑥, 𝑦 and 𝑧.
Average of all cells, weighted by the number of particles in the respective cell; bottom: Development of the edge length of a bounding box enclosing the sediment particles. In
order for this analysis to be less sensitive to individual particles separated from the plume the 2.5% of the particles on the extreme ends in each direction are not included in the
bounding box.

transport phase: After approximately 0.4 s the sediment plume has
accelerated to a streamwise velocity which is within the range
of turbulent fluid velocity fluctuations of clear water flow. The
rate of acceleration continuously decreases. At the same time
the negative 𝑦 component of the fluid velocity has reached a
maximum and starts to decrease. While the rate of extension of
the sediment plume is decaying in 𝑦 direction the plume in this
phase increasingly grows in lateral direction. Over a large part of
the transport phase the lateral extension of the sediment plume
even exceeds the vertical extension.

deposition phase: Approximately 1.6 s after the sediment has been
placed into the channel, the mean of the instantaneous fluid
velocity from all 41 simulations of the sediment plume reaches
the time-averaged velocity of the clear water flow. Sediment
dispersion is increasing in 𝑥 direction. Vertical extent of the
sediment plume exceeds the lateral one.

As particles are placed into the channel at an initial velocity of
zero, sediment acts as an obstacle for fluid flow. The resulting decrease
of streamwise fluid velocity has already been observed in Figs. 10
and 12 for 𝑡 = 0.1 s and 𝑡 = 0.5 s. Fig. 13 now shows that it takes
approximately 0.5 s for the sediment plume to be accelerated by the
surrounding water through drag forces. At the end of the acceleration
phase, streamwise acceleration of the sediment plume decreases. In
the transport phase a significant lag between streamwise velocities in
the sediment plume and time-averaged fluid velocities of clear water
remains (see also Fig. 8). This is consistent with the observations of
Nezu and Azuma (2004) and Muste et al. (2005).

The high difference between streamwise velocities of clear water
flow and fluid velocities in the sediment plume (Figs. 10, 12 and
13) shows the importance of two-way coupling particularly in the

acceleration phase. Alternatively a time dependent velocity correction
could be applied in one-way coupled models for this initial phase of
sediment transport. With such a correction accounting for the lower
fluid velocities in the initial phase of the development of the sediment
plume it is expected that particle trajectories can also be captured with
reasonable accuracy e.g. using an eddy interaction model (Cheng et al.,
2018a).

The acceleration in negative 𝑦 direction in the acceleration phase
is a result of the surplus density of the water-sediment suspension in
the area of the sediment plume compared to the surrounding clear
water. Heavier water-sediment suspension falls below the lighter clear
water. The process has already been observed in Figs. 11 and 12 at
four particular time steps. Fig. 13 shows that at the transition from the
acceleration phase to the transport phase this gravity current reaches
its maximum velocity. In the transport phase the gravity current is
decaying due to ongoing dispersion and thus reduction of sediment
concentration.

At its peak the average buoyancy induced vertical velocity differ-
ences between sediment plume and clear water flow reach a magnitude
of almost 10% of the bulk velocity. Hence this process should be
included in models for the development of a sediment plume. The in-
fluence of the buoyancy can be implemented relatively easy by a source
term in the fluid momentum equation without the need for a complete
two-way coupled model (Necker et al., 2002; An et al., 2012; Dallali
and Armenio, 2015). Dallali and Armenio (2015) particularly showed
the effect of buoyancy on steady sediment transport in turbulent fluid
flow using this method.

In the transport phase a one-way coupling approach for sediment
transport modelling can be sufficient for achieving acceptable mod-
elling results. In such a case effects of sediment on the fluid which
have already been parametrized should still be accounted for. These
include the reduction of the von Kármán constant (Nezu and Azuma,
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2004; Ferreira, 2015; Cheng et al., 2018b), effects of sediment particles
on fluid turbulence (Hsu and Liu, 2004) and turbulent dispersion (e.g.
using an eddy-interaction model; Cheng et al., 2018a)

In the deposition phase the concentration in the sediment plume has
reduced to the point that drag forces only have a minor effect on the
fluid flow. Thus mean streamwise and lateral velocities in the sediment
approach the time-averaged respective fluid velocity of clear water
flow. For the vertical velocity component an offset remains resulting
from buoyancy.

Temporal development of the dimensions of the bounding box
encircling the sediment plume in Fig. 13b also shows the three phases
analysed above for fluid velocity. While hardly any dispersion takes
place in lateral direction particularly in the beginning of the accel-
eration phase, the sediment plume grows in streamwise and vertical
direction at a relatively high rate.

The streamwise velocity difference between clear water flow and
the sediment plume in the acceleration phase provides an explanation
for the low initial dispersion in lateral direction. Sediment leaving the
core of the plume in lateral direction is immediately taken up by the
flow inhibiting further movement normal to the flow. This results in
an increased dispersion in streamwise direction and at the same time
reduced dispersion in lateral direction. None of these processes are
accounted for in one-way coupled models and even many two-way
coupled Euler–Euler models.

The relatively high dispersion of sediment in the acceleration phase
in vertical direction, particularly compared to lateral dispersion, is a
result of the high range of particle sizes included in the model (Fig. 11).
The difference in fall velocities causes the continuous extension in
direction of gravity.

In the transport phase the sediment plume has accelerated in
streamwise and vertical direction but at the same time still is compact
so that the flow is highly stratified in the area of the sediment plume.
According to literature stratification inhibits vertical dispersion (Dallali
and Armenio, 2015). The flattening of the growth rate of the sediment
plume in the transport phase is consistent with this.

In addition further vertical separation of small and large particles
is inhibited by small particles inducing higher vertical fluid velocities
than large particles. This compensates for lower fall velocities of small
particles. This process, already described above and visible in Fig. 11,
additionally causes lower vertical dispersion in the transport phase
compared to the acceleration phase.

As the major part of the sediment plume has accelerated with
the bulk of the flow, the velocity difference between sediment plume
and surrounding water is lower. Hence lateral dispersion increases in
the transport phase. At 𝑡 = 1 s after the release of the sediment the
streamwise extent amounts to 2.5𝑙0, the vertical extent to 1.9𝑙0 and the
lateral extent to 2.1𝑙0, respectively.

When the sediment plume approaches the bottom wall of the chan-
nel the vertical velocity gradient increases. Fig. 10 shows the high
range of velocities in cells with particles present at the beginning of the
deposition phase (𝑡 = 1.6 s). Particularly larger particles have already
fallen to an area of the flow field where streamwise velocities are
substantially lower due to wall friction. The high velocity difference
between different areas of the sediment plume causes a distortion of
the sediment plume in streamwise direction and hence an increasing
streamwise extent.

In addition turbulent velocity fluctuations are higher close to the
bottom wall. This enhances sediment dispersion also in vertical direc-
tion which exceeds lateral dispersion in the deposition phase. This is
consistent with findings of Vinkovic et al. (2011).

4. Conclusions

Average values of the simulation results show that the development
of the sediment plume is dependent on the time passed since the parti-
cles have been released. In addition the position of the sediment within

the channel cross section influences the sediment transport processes.
Three phases of the development of the sediment plume are identified:
(i) acceleration phase, (ii) transport phase and (iii) deposition phase.

Transport processes of the sediment plume can be related to these
three phases. Particularly in the acceleration phase fluid velocities
are decreased by the inertia of the sediment. In addition the surplus
density of the sediment suspension compared to the surrounding clear
fluid induces a gravity current resulting in a shift of fluid velocities in
direction of gravity. The development of the sediment plume is driven
by high temporal and spatial velocity gradients.

In the transport phase initial acceleration of the sediment plume
is completed. Streamwise velocity components of the sediment plume
remain slightly lower than the respective component in clear water
flow, but the difference is not statistically significant any more as the
plume evolves. Turbulent dispersion and thus continuous reduction of
sediment concentration are the main processes driving the development
of the sediment plume. From the results of the simulations in this
study it is expected that the development of the sediment plume in this
phase can be modelled with sufficient accuracy using a less detailed
approach for particle–fluid interaction as long as the effect of buoyancy
is considered.

The final deposition phase is characterized by a higher vertical
velocity gradient close to the bottom boundary. This causes a distortion
of the sediment plume in streamwise direction due to faster movement
of particles in the upper area of the plume compared to particles close
to the channel bed.

The simulation results of this study show the following processes
related to the development of the sediment plume which are not
captured by one-way coupled models:

• significant slow down of streamwise fluid velocity in the acceler-
ation phase as a result of the inertia of the sediment

• additional streamwise dispersion in the acceleration phase due to
increased variability of fluid velocities in the sediment plume

• reduced streamwise velocity in the transport phase, depending on
particle concentration

• reduced vertical dispersion in the transport phase due to stratifi-
cation as well as particle sorting

• vertical acceleration of the fluid due to buoyancy (already im-
plemented in many models through a source term in the fluid
momentum equation)

For both, fluid velocities as well as the development of the sediment
plume, the acceleration phase turned out to be the phase of the sedi-
ment transport with the highest dynamics. Many processes in this phase
are not accounted for in numerical models of sediment transport. This
explains challenges in modelling the development of a sediment plume.

Our findings related to the development of the sediment plume in
the acceleration phase can be used to improve results of models using
a less detailed approach for particle–fluid interaction. For example a
sediment plume can be initialized at a position and shape which is
expected to occur after the acceleration phase (e.g. using 2.5𝑙0 for the
streamwise extent, 1.9𝑙0 for the vertical extent and 2.1𝑙0 for the lateral
extent 1 s after the sediment was added to the flow, see Fig. 13). This
way modelling the acceleration phase using a possibly unsuitable ap-
proach is avoided. This would allow to model particle–fluid interaction
and turbulence in lower detail in the transport phase. Thus a larger
spatial and temporal extent can be covered by the model for instance
to optimize sediment dumping throughout an entire river section.
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ABSTRACT 

 Reservoir sedimentation results in ongoing loss of storage capacity all around the 
world. Thus effective sediment management in reservoirs is becoming an increasingly 
important task. Turbidity currents are the main transport medium for fine sediments in 
reservoirs and can even redistribute sediments within a reservoir. In the current project the 
capability of modelling particle driven gravity currents has been implemented into the 
RSim-3D hydrodynamic code. This has been realised through a buoyancy term which was 
added as a source term to the z-momentum equation. The model was successfully validated 
using literature data from lock exchange experiments. Additional focus is put on sediment 
deposition and remobilization caused by turbidity currents. These phenomena were studied 
by numerically modelling a flume experiment and observing sediment depositions on a 
horizontal plane at the end of the flume. In future the model will be applied to a real 
reservoir to support optimising sediment management. 
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ABSTRACT

A two phase LES model using Euler-Lagrangian two-way coupling has been developed in OpenFOAM. The
model shall be used for the analysis of the development of a sediment plume in a river. Calibration and
validation of the model has been performed using literature values for fall velocity and settling experiments.

1. Aims and objectives

Efficient  sediment  management  requires  detailed  process  understanding  of  sediment  transport  in  rivers.
Despite this fact current literature is still lacking information on that subject. Models of suspended sediment
transport are often based on simple advection-diffusion equations (Hauer et al., 2018). To enhance process
understanding the aim of this study is to develop a high fidelity computational fluid dynamics model of sus-
pended sediment transport in a channel.

2. Methods

2.1. Governing equations and modeling approach

The development of a sediment plume in a channel is studied using a two phase LES model. The flow of the
continuous phase is governed by the three-dimensional Navier-Stokes equations. It  is modeled using the
Eulerian approach on a structured mesh (5.2 Mio. cells). The movement of the dispersed phase (particles) is
governed by Newton’s law of motion and modeled using the Lagrangian approach. Momentum exchange be-
tween the two phases is modeled on the basis of the drag force calculated using an approach by Haider et al.
(1989). The model is solved using a modified version of the OpenFOAM-solver MPPICFoam, neglecting
gravity for the continuous phase and using the PISO alogrithm for pressure coupling (Greenshields, 2018).

Turbulent channel flow is simulated in a rectangular channel of the same cross-sectional dimensions as the
channel used in the experiments by Worf et al. (2019). No-slip boundary conditions are applied for walls, a
slip boundary for the free surface, a von Neumann boundary condition at the outlet and a Dirichlet boundary
condition at the inlet. For the latter turbulent flow has been recorded on a plane in a precursor-simulation of a
channel with the same cross-sectional dimensions and cyclic boundary conditions for outlet and inlet. The
LES model of turbulent channel flow has been validated by Yücesan et al. (2020).

2.2. Calibration and validation test cases

Momentum exchange between the two phases is validated on the basis of fall velocity in still water. Nine
perfectly rounded, spherical particles (ρs = 2650 kgm-3, Dn = 0.5 mm), are released from the top of a rectangu-
lar  domain.  Their  fall  velocity  is  compared to  an empirical  formula developed by Dietrich (1982).  The
boundary conditions for the Eulerian model of the continuous phase are cyclic in all directions. In order to
reproduce the settling behavior of the particles used by Worf et al. (2019) (ρs = 2650 kgm-3, Dn = 0.6 mm) as
accurately as possible, the shape factor is then calibrated with respect to the measured fall velocity in the ex -
periments from Worf et al. (2019) using the same model setup as above.

Validation of the model of suspended sediment transport in turbulent channel flow is done on the basis of ob-
servations by Worf et al. (2019). In this experiment sediment is released into a laboratory channel at an aver-
aged velocity of 0.5 m/s and its trajectories are recorded. The experiment is numerically reproduced on the
basis of the LES model of turbulent channel flow described above (Yücesan et al., 2020).
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ABSTRACT 

In the last decades, the growth of mini- and micro-industry in urban areas has produced an increase in the 
frequency of xenobiotic polluting discharges in drainage systems. Such pollutants are usually characterized by 
low removal efficiencies in urban wastewater treatment plants and they may have an acute or cumulative 
impact on environment. In order to facilitate early detection and efficient containment of the illicit intrusions, 
the present work aims to develop a decision-support approach for positioning the water quality sensors. It is 
mainly based on the use of a decision-making support of the BDN type (Bayesian Decision Network), 
specifically looking soluble conservative pollutants, such as metals. In the application and result section the 
methodology is tested on sub-catchment of real combined sewer system of the city of Palermo (Italy). 

1. Introduction 

The quality of sewer waters acts both on the proper functioning of the sewer system and of the wastewater 
treatment plant (WWTP) and on the receiving water body in case of combined sewer overflow (CSO) 
activation (Boenne et al., 2014). The implementation of a chemical monitoring network is necessary to 
promptly detect the event of contamination. The installation and maintenance cost can be reduced optimizing 
the position of the sensors so obtaining, at the same time, a reliable and cheap monitoring infrastructure. Freni 
& Sambito (2019) proposed a probabilistic approach to the positioning of water quality sensors in urban 
drainage networks, showing the progressive increase in identification probability obtained through the 
Bayesian approach. They carried out 2 tests, with and without pre-conditioning; the pre-conditioning approach 
was based on the study of Banik et al. (2017) and showed an improvement of results with more efficiency in 
term of computational efforts. Following the past literature, the present work aims to improve it, inserting new 
information beyond network topology, i.e. a grey information from commercial/industrial activities inventory. 
The methodology is applied on the real test-case represented by the sub-catchment of sewer system Palermo 
(Italy).  

2. Materials and methods 

By using the Bayesian approach, new information, coming from the analysis, is incorporated in the approach 
allowing the operator to gain insight on the system once new contamination events are detected and identified. 
In this way, the approach is suitable for solving problems in which data are initially piecemeal and the operator 
plans to improve the monitoring strategy. For the solution of this problem, two main components are required: 
a calibrated model for hydraulic and water quality simulations in sewer systems and a Bayesian solver for 
likelihoods estimation and probability update. In this case, the EPA SWMM model was used to perform the 
hydraulic and water quality simulations and a decision-making support of the Bayesian Decision Network 
(BDN) type was implemented for the positioning the water quality sensors. A Bayesian network (BN) is a 
graphical structure that allows us to represent an uncertain domain. In Freni & Sambito (2019) without pre-
conditioning, initially, all nodes had equal probability to be the candidate nodes for sensor placement and all 
nodes had equal probability to be an illicit contamination source. Consequently, the contamination events are 
randomly simulated in order to evaluate the probability of each sensor to identify the source of contamination. 
Set a number of updates, the BDN tool is applied recursively to update sensor locations based on the results 
obtained from the previous run of the decision tool. Each contamination event is simulated by a random mass 
of contaminant (ranging from 10g to 500g) constantly injected in a node for a random time (ranging from 15 
min to 3 hours). The altimetry and its significant coastal extension imposed the creation of three distinct 
drainage networks; in the present analysis, the historical city centre network was considered (Figure 1).  

3. Results and discussion

3.1. Fall velocity in still water

The fall velocity of the spherical particles in still water is vs = 0.0688 ms-1 according to an empirical equation
developed by Dietrich (1982). The fall velocity of the same particles in the numerical model was 0.0706  ms-1.
The difference of only 2.5 % suggests that the model is capable of accurately reproducing the momentum ex-
change between the fluid and the particles.

The calibration to reproduce the settling behavior of particles in the experiment by Worf et al. (2019) re -
sulted in a shape factor of 0.5 for a fall velocity of 0.075 ms-1 in still water.

3.2. Development of the sediment plume in turbulent channel flow

Figure 1 displays the sediment plume after release into turbulent channel flow. A visual comparison of this
image from the numerical model and a photograph of the physical model by Worf et al. (2019) shows that
the development of the plume is similar in the numerical and physical model. The only difference between
the two models is a higher spread of particles in the physical model, probably due to higher particle variety.

The results are quantitatively analyzed based on (x, y) positions of the particles 0.2 s after sediment supply
has stopped. The fall velocity of the particles in turbulent channel flow can be calculated as the product of
the slope of the regression line of the (x, y) positions of the particles and the average fluid flow velocity
(Worf et al., 2019). Using this method Worf et al. (2019) measured a fall velocity in the range of 0.03  ms-1 to
0.06 ms-1 for particles with a diameter of 0.5 mm < Dn < 0.71 mm in turbulent channel flow with an average
flow velocity of 0.5 ms-1. The fall velocity in the numerical simulation of this experiment is 0.06 ms-1.

Fig. 1. Sediment release into turbulent channel flow (length in m, velocity in ms-1)

4. Conclusions

The study shows the feasibility of a highly accurate model of suspended sediment transport in turbulent
channel flow using an LES model for fluid flow together with two way coupled Lagrangian particle tracking.
In the next step, the model shall be used to study the development of a sediment plume after dumping of fine
sediment into a river. This way the inaccuracy of the advection-diffusion equation to model sediment trans-
port in the immediate area where dumping is taking place (cf. e.g. Haimann et al., 2018) can be overcome.
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Abstract 

 

Large-eddy simulations of a sediment plume in turbulent channel flow differing in arbitrary fluctuations in the 

initial fluid velocity field are discussed. Results show dependence of the development of the sediment plume 

based on these turbulent velocity fluctuations. Differences between maximum and minimum streamwise extents 

of the sediment plume can amount up to 50% of the length of the sediment plume. Extreme cases selected 

based on maximum and minimum extents of the sediment plume are compared. Shape and extents are related 

to instantaneous fluid velocities in the area of the sediment plume, visualized using quadrant analysis. 

 
Keywords: Computational fluid dynamics; Large-eddy simulation; Lagrangian particle tracking; Sediment plume; River. 

 
 

1. INTRODUCTION 
 

Sediment plumes are developing in rivers in consequence of sediment management practices in which 
dumping is involved (Hauer et al., 2018). For instance, sediment from harbor dredging is dumped downstream 
into the river (Haimann et al., 2018). Information and process understanding of the development of the sediment 
plume after dumping is crucial for several reasons. The efficiency of the measure can be improved by models 
capable of predicting sediment transport after dumping (Paarlberg et al., 2015). In addition, environmental 
impact of sediment dumping can be reduced using a prediction tool for the development of the sediment plume 
(Hauer et al., 2018; Haimann et al., 2018). 

Wildt et al. (2022) set up a large eddy simulation of turbulent channel flow which is two-way coupled with 
a Lagrangian model of sediment transport. Based on results of 41 simulations which are identical apart from the 
arbitrary turbulence structures in the initial flow fields they analyzed the processes during the development of 
the sediment plume immediately after dumping. They observed considerable influence of the initial turbulence 
field on the development of the sediment plume. The aim of the present study is to work out and discuss this 
influence based on the simulation results from Wildt et al. (2022). 

 

2. METHODOLOGY 

 

2.1. Governing Equations 

 
The model of the sediment plume set up by Wildt et al. (2022) is comprised of two components. Sediment 

transport is modelled using a Lagrangian approach. Particle acceleration is calculated based on Newtons’ law 
of motion. Fluid-particle interaction forces are described by the Maxey-Riley equation (Maxey and Riley, 1983). 
Forces implemented in the model include (i) lift �� and drag �� forces, (ii) added mass forces ���, (iii) pressure 
gradient force, (iv) gravitational forces and (v) interparticle stress. The latter is treated in a lumped manner 
through a stress tensor τ computed using an approach by Lun et al. (1984) for which particle properties are 
mapped to an Eulerian grid (Snider, 2001). 

 

 
 

[1] 

 

� is the particle velocity, 	 time, 
� � 2650 kgm-3 particle density, � pressure and � acceleration due to 
gravity. The particle volume fraction Θ and the fluid volume fraction �, respectively can be derived from the 

particle distribution function � by the following equation (Andrews and O’Rouke, 1996). 
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[2] 

  [3] 

 
Particle fluid momentum coupling is implemented through the Multiphase Particle-In-Cell (MP-PIC) 

algorithm (Andrews and O’Rourke, 1996). The algorithm builds on the particle distribution function � which is 
transported through the domain by the following function (Andrews and O’Rourke, 1996). 

 

 
 

[4] 

 
This allows the following formulation of mass (Eq. [5]) and momentum (Eq. [6]) continuity using the 

incompressible Navier-Stokes equations for the fluid phase (Andrews and O’Rourke, 1996). 
 

 
 

[5] 

 
 

[6] 

 

� is the fluid velocity, �eff the sum of the kinematic viscosity � � 1.17  m2s-1 and the subgrid scale turbulent 

viscosity from the Smagorinsky turbulence model (Smagorinsky, 1963) and 
 � 1000 kgm-3 the fluid density. 
Interaction forces � from the particulate phase come into the equation via the source term on the right-hand 
side. The PISO algorithm is used for pressure coupling (Wildt et al., 2022). 

The Eulerian equations are solved on structured mesh with more than 5.5 Mio hexahedral cells. Solvers of 
the open-source package OpenFOAM (Greenshields, 2018) are used. 

 

2.2. Simulation set-up 

 
Cyclic boundary conditions are applied at inlet and outlet as well as at the lateral walls of the rectangular 

channel. A no-slip boundary condition is used for the bottom boundary and a symmetry boundary condition for 
the free surface. Bulk velocity in the initial flow field amounts to 0.5 ms-1 in � direction. Based on a channel 
height of 0.17 m in � direction the Reynolds number is 72,650. Initial conditions for the simulations of the 
sediment plume are retrieved from different time steps of the results of a precursor simulation modelling 
turbulent fluid flow only (Yücesan et al., 2022; Wildt et al., 2022). 

Validation of the model was based on laboratory measurements of fall velocity of particles in standing water 
as well as in turbulent channel flow carried out by Worf et al. (2019). Comparison of the experimentally 
determined fall velocities with those from the numerical model showed good agreement (Wildt et al., 2021; Wildt 
et al., 2022). 

For the study of the development of the sediment plume 6859 particles were placed into the channel. The 
particles were initially arranged in a grid of 2 cm edge length in the top left corner of the channel (see also 
Figure 1). Particle diameters range from 0.07 mm to 0.71 mm covering theoretical fall velocities of 0.003 ms-1 to 
0.059 ms-1 according to the equation by Haider and Levenspiel (1989) (shape factor 0.45; Wildt et al., 2022). 

 

 
 
 
 

3. RESULTS AND DISCUSSION 

 
Figure 1 displays the development of the sediment plume after release of the sediment into turbulent fluid 

flow from one exemplary simulation. The plot shows how the sediment plume is taken up by the flow and 
transported along the channel. The shape of the plume is distorted due to turbulent dispersion effects. As a 
result of the differing fall velocities due to the range of particle diameters in the simulations, the sediment plume 
is additionally stretched in direction of gravity (Wildt et al., 2022). 

Although the processes identified in Figure 1 from the results of one exemplary simulation can be observed 
in each result of the 41 simulations, their specific manifestation can vary between the individual simulations. 
Figure 2 shows the shape of the sediment plume 0.5 s and 1.0 s after release of the sediment in selected 
simulations. The simulations differ only in the arbitrary initial turbulent fluid velocity field. Simulations of which 
results are displayed in Figure 2 are those in which the sediment plume reached furthest and least far in 
streamwise and vertical direction (see also Table 1). 
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Figure 1. Shape and position of the sediment plume in 0.1 s time intervals after release of the sediment into 
turbulent fluid flow (case F). 

 
Table 1. Description of the selected extreme cases based on the extent 0.5 s after release of the 

sediment 
Case Description Legend for Fig. 2 

   
A highest extent in negative � solid blue 
B highest extent in positive � dashed, orange 

C highest extent in positive and negative � dotted, green 

D smallest extent in positive � dash-dotted, red 

E smallest extent in negative � solid, purple 

F smallest extent in positive � dashed, brown 

G smallest extent in negative � dotted, pink 

   
 

 
Figure 2. Shape of the sediment plume from selected simulations started with different initial turbulent flow 
fields 0.5 s and 1.0 s after release of the sediment into the flow. For description of the cases A to G see 
Table 1. 

 

Figure 2 shows that extents of the sediment plumes vary substantially in � and negative � direction. For 
the streamwise direction the difference of the extents of the sediment plume can amount to up to 50% of the 
length of the sediment plume. Maximum extents in positive � direction are not varying as much as they vary in 
the other directions. One reason for this is that the sediment cannot move above the water surface and hence 
the dispersion is limited in this direction. 

The earlier time step in Figure 2 represents a situation right after the initial acceleration of the sediment 
plume. The latter time step displays a situation from the transport phase. Although some differences in the 
shape and extent of the sediment plumes can be noticed, their general positions at the two time steps displayed 
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in Figure 2 are similar. At both time steps A and D have been transported least far while B, E and F are located 
at higher � coordinates. In addition, C is stretched longest in vertical direction at both time steps displayed in 
Figure 2. This suggests that the variation in extents and shape of the sediment plumes is mainly a result of the 
acceleration phase. 

Quadrant analysis is used in Figures 3 and 4 to discuss the effect of instantaneous turbulent velocity fields 
0.5 s after release of the sediment on shape and position of the sediment plume. The relative position of the 
point cloud representing fluid velocity fluctuations in cells with particles present and the dashed polygon 
representing clear fluid velocity fluctuations in the same cells is similar in all runs. This comparison enables to 
distinguish influence of particles on fluid flow from arbitrary turbulent velocity fluctuations. The averaged 
influence of particles on fluid flow can be observed in the bottom-right panel of Figure 3. It shows the quadrant 
analysis of the streamwise and vertical fluid velocity differences between time averaged clear water flow and 
the average of the 41 simulations of the sediment plume. The plot shows the slow-down of the fluid velocity in 
streamwise direction and the downward acceleration of fluid velocities due to the presence of sediment (Wildt 
et al., 2022). 

 
 

 
Figure 3. Quadrant analysis for cells with particles present 0.5 s after release of the sediment plume for cases 
with highest extent in positive and negative streamwise and vertical direction (see also Table 1). Points show 
velocity fluctuations of cells with particles present, dashed black polygons show velocity fluctuations of clear 
water flow in the same area. The bottom right panel displays the quadrant analysis averaged for all 41 
simulations carried out by Wildt et al. (2022). 

 
Relatively high streamwise velocities have occurred in run B (Figure 3) and E (Figure 4). Thus, in those 

simulations the sediment plume has reached furthest in streamwise direction (highest extent in positive � and 

lowest extent in negative �; see Table 1 and Figure 2). Run G (Figure 4) has the lowest negative vertical velocity 

fluctuations. Hence the low downward extent of the sediment plume in this simulation can be explained. Only a 
small number of particles in regions with positive vertical velocity fluctuations are visible in the quadrant analysis 
of run F (Figure 4). Although other simulations have a similarly low number of particles in areas of upward 
turbulent velocity fluctuations this simulation has the smallest extent in positive � direction. It is expected that 

particles in areas of upward moving fluid in this particular simulation are mainly large particles with high fall 
velocities. They are moving downward despite the upward moving surrounding fluid. Finally, the extension of 
the sediment plume is largest in positive and negative � direction in run C. This simulation has regions with 
highest downward fluid velocities (Figure 3). 
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Figure 4. Quadrant analysis for cells with particles present 0.5 s after release of the sediment plume for cases 
with lowest extent in positive and negative streamwise and vertical direction (see also Table 1). Points show 
velocity fluctuations of cells with particles present, dashed black polygons show velocity fluctuations of clear 
water flow in the same area. 

 

4. CONCLUSIONS 

 
Large-eddy simulations of a sediment plume in turbulent fluid flow show considerable dependence of the 

development of the sediment plume on the initial turbulent fluid velocity field. Although certain processes can 
be worked out concerning the general development of the sediment plume the maximum extents of the sediment 
plumes can differ in streamwise direction up to 50% of the length of the sediment plume. In vertical direction 
variability can predominantly be observed in the downward extents of the sediment plumes. This is mainly 
because the extent of the sediment plume is limited in upward direction by the water surface. A relation between 
the extents of the sediment plume and instantaneous fluid velocities in cells with particles present could be 
observed in a quadrant analysis. 
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6. Findings from the developed CFD models

6 Findings from the developed CFD models

Hydrodynamic and sediment transport CFD models have been set up on different
scales. The RANS-solver RSim-3D (Tritthart, 2005; Tritthart and Gutknecht,
2007) has been extended for modelling particle-driven gravity currents in reser-
voirs (Section 4.1; Wildt et al., 2020). Application of the developed code for a
real world reservoir still remains to be done as future work. Nevertheless results
of the test cases presented show good agreement with experimental data. Thus
it is expected that the developed code can be used as a strategic evaluation tool
for planning sediment management measures in reservoirs, particularly venting
of turbidity currents. Comparison of simulation results with and without the
module accounting for buoyancy effects showed the strong influence of turbidity
currents on sediment transport in reservoirs. This agrees well with literature (e. g.
De Cesare et al., 2001).
Small-scale processes related to sediment transport in rivers were investigated
using LES models. Time series of lift and drag forces on a sediment particle
mounted to the channel bed were studied in Section 4.2 (Yücesan et al., 2021).
Particular focus was put on the effect of particle exposure and its interaction
with very large-scale turbulent motion. Results of this study show a bi-modal
distribution of the premultiplied frequency spectra of the lift force on the particle
at full exposure, but a unimodal distribution only at lower levels of exposure.
This suggests that incipient motion of particles is strongly influenced by very
large-scale turbulent structures.
Suspended sediment transport in turbulent channel flow has been studied using
the second LES model in Section 4.3 (Wildt et al., 2022a). Momentum exchange
between fluid and particles was two-way coupled using purely physical descriptions
for all relevant interaction processes. In contrast to studies of suspended sediment
transport previously published in literature, the investigated test case featured a
fully transient process. Thus evaluation based on time averaged parameters was
not possible. Sediment was initially placed in a small, confined part of the channel
only. 41 runs of the model using different initial turbulent fluid velocity fields
were averaged in order to distinguish relevant transport processes from arbitrary
phenomena related to turbulence.
The reproducibility of numerical model results allowed a unique comparison of
instantaneous turbulent fluid flow situations with and without the presence of
particles. Analysis of individual simulation results enables a detailed investiga-
tion of different phenomena related to the effect of particles on fluid flow in certain
regions. The variety of results from the different initial velocity fields were dis-
cussed in Section 5.3 (Wildt et al., 2022b). Further investigation of processes
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leading to this variety might enable additional insights into suspended sediment
transport processes in future.
A number of processes related to the influence of sediment on fluid flow have
been observed in the large scale RANS-model of particle-driven gravity currents
(Section 4.1; Wildt et al., 2020) as well in the small scale LES-model of the
development of a sediment plume (Section 4.3; Wildt et al., 2022a). In addition
to the general formation of gravity currents, this also includes the influence of
particle size on the particular development of the current. Small particles are
forming a stronger turbidity current than large particles as more of their potential
energy is available due to their lower fall velocity (Necker et al., 2002). Results of
lock exchange experiments in Section 4.1 (Wildt et al., 2020) with large particles
show a faster deceleration of the turbidity current compared to the respective
experiments with fine particles. This phenomenon causes stratification of the
sediment plume which has been observed in the LES-model in Section 4.3 (Wildt
et al., 2022a).
Due to limited computational resources turbulence resolving models and detailed
particle-fluid momentum coupling are in general not yet applicable to real world
river engineering problems. Thus the effect of processes on small scales needs to
be parametrized to be accounted for in large scale models of rivers and reservoirs.
Three phases of the development of a sediment plume in turbulent channel flow
have been defined based on the simulation results of the model in Section 4.3
(Wildt et al., 2022a). It is expected that different approaches for the paramet-
rization of particle fluid interaction processes need to be applied for each of the
phases:

1. In the acceleration phase initial acceleration of the sediment plume by the
fluid through drag forces leads to a highly unsteady process. In addition a
detailed analysis in the study in Section 5.3 (Wildt et al., 2022b) showed
a high dependence of shape and extent of the sediment plume at the end
of this phase on arbitrary turbulent velocity fluctuations. This suggests
that a stochastic approach is most suitable for a parametrization of the
development of the sediment plume in this phase.

2. Initial acceleration of the sediment plume has finished in the transport phase.
Arbitrary turbulent velocity fluctuations showed lower influence on shape
and extent of the sediment plume in the analysis in Section 5.3 (Wildt et al.,
2022b). Parametrization of sediment transport in this phase can be imple-
mented based on physical consideration of processes such as effects from
stratification, change of viscosity and buoyancy effects (e. g. Section 4.1;
Wildt et al., 2020).
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3. When sediment approaches the channel bed in the deposition phase its trans-
port is influenced by the wall. The shape of the sediment plume gets distor-
ted due the wall normal velocity gradient. Interaction processes of sediment
with the river bed including deposition and remobilization become relevant.
This was also shown in an analysis of sediment deposition heights in the res-
ults of the RANS model in Section 4.1 (Wildt et al., 2020). Accurate results
for sediment transport near the bed can only be achieved when transport
as bed load is considered.

The findings from the study in Section 4.3 (Wildt et al., 2022a) should be used
to improve Reynolds averaged simulations for more accurate simulations of the
development of sediment plumes also on larger scales. Data of shape and extent
of sediment plumes from small-scale, high fidelity models e. g. as displayed in
Figure 9 in the study in Section 4.3 (Wildt et al., 2022a) can be used for inference
of a stochastic model of sediment transport in the acceleration phase. Influence
of different parameters on the development of the sediment plume can be tested
using e. g. a Bayesian data analysis approach.
Efficient parametrization of particle-driven gravity currents to be accounted for
in large-scale models of reservoirs has been achieved in the study in Section 4.1
(Wildt et al., 2020). Based on numerical simulations using the newly developed
module, hydrodynamics and sediment transport driven by buoyancy effects inside
a real world reservoir can be studied. This way e. g. the location of bottom outlets
and timing of reservoir venting can be optimized.
It is expected that this code, despite initially developed for turbidity currents in
reservoirs, can also be used to improve accuracy of models of a sediment plume in
a river in the transport phase. In addition parametrizations developed based on
time averaged simulations in literature can be used to improve RANS models of
sediment transport in this phase. Examples are additional considerations for the
diffusion coefficient in the advection-diffusion equation (e. g. Zhong et al., 2011)
or the incorporation of the effect of particles on fluid turbulence into turbulence
models (e. g. Hsu and P. Liu, 2004; Amoudry, 2014; Kranenburg et al., 2014, see
Section 1.4).
Bed load transport, deposition and remobilization which are relevant in the depos-
ition phase have so far been implemented into CFD models mainly using empirical
equations based on time averaged parameters (see Section 1.2). Despite ongoing
research investigating initiation of motion of bed load (see Section 1.3) an im-
proved parametrization of this process remains difficult. As it can be seen from
the results of the study in Section 4.2 (Yücesan et al., 2021) as well as similar
studies in literature, accounting for turbulent motion is one important key to
improve accuracy of bed load transport models.
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7 Process scale and required model resolution

Despite large spatial extents of river reaches and reservoirs up to several kilometres
inaccuracies occur in models averaging small scale processes. The above described
definition of three phases of the development of a sediment plume can be related
to scale issues in hydrological processes discussed by Blöschl and Sivapalan (1995).
The acceleration phase is characterized by high spatial and temporal dynamics.
In consequence a high model resolution is necessary for an accurate representation
of the processes in this phase. Those dynamics decrease in the transport phase.
Hence processes can be aggregated. This is done e. g. by using an advection-
diffusion equation for sediment transport or the source term in the fluid mo-
mentum equation accounting for buoyancy (Section 4.1; Wildt et al., 2020). In
addition the reduction of the von Kármán constant (e. g. Nezu and Azuma, 2004;
Ferreira, 2015; Cheng et al., 2018b) and turbulence models accounting for sedi-
ment load (e. g. Hsu and P. Liu, 2004; Amoudry, 2014; Kranenburg et al., 2014)
are examples for possible parametrizations of influence of sediment on fluid flow
in literature. Finally, in the deposition phase peaks of force and torque are relev-
ant for particle entrainment. Upscaling through aggregation by averaging is not
possible as extreme values get smoothed out (Blöschl and Sivapalan, 1995). This
makes modelling sediment transport particularly difficult in this phase.
Glock et al. (2019) also carried out an analysis of the effect of resolution of nu-
merical models of rivers. They compared results of a 1D, 2D and 3D model.
Water depth could be represented with all three models. Accurate aggregation of
three-dimensional processes in the 2D and 1D model has been achieved through
calibration of relevant parameters as e. g. the roughness coefficient. Despite this,
bed shear stress differed substantially between the three models. This shows that
while individual processes can be aggregated for large-scale models accuracy may
be lost for sub-processes or related processes.
Similarly to the findings of Glock et al. (2019) it is expected from the results
of the research carried out in the course of this thesis that upscaling through
process aggregation reduces the generality of model results. This highlights the
importance of model calibration and validation with respect to parameters which
are later analysed in the simulation results (Roache, 2009). Particularly when
large-scale models are used it should be avoided to analyse parameters which
have not been validated directly, i. e. are only derived from validated parameters.
With regard to field measurements and laboratory experiments numerical mod-
elling has advantages as it enables to fulfil the objective stated by Blöschl and
Sivapalan (1995) that a process should be modelled or observed at its process
scale. This applies to all three definitions of observation scale:
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1. In a numerical model a process can be observed at its entire spatial and
temporal extent;

2. The required discretization for the numerical solution of the equations is
usually finer than the relevant spacing of the process;

3. A finite number of samples is not necessary as detailed information exists
over the entire extent (Blöschl and Sivapalan, 1995).1

1This part has been worked out in the module “Principles and challenges of research in
socio-economics, natural resources and life sciences” (SE 940.401) completed as part of the PhD
project.
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