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Abstract 

Pyranose dehydrogenase from Agaricus meleagris (AmPDH), a member of the structural family of 

GMC oxidoreductases, carries a monocovalently linked FAD cofactor. AmPDH (di)oxidizes many 

different sugars at C1–C4 and is potentially involved in lignin degradation. It is inactive with 

dioxygen but uses quinones and organometallic compounds instead in its oxidative half-reaction. 

Functional assignments of active site residues in the enzyme are still elusive to date, making rational 

protein engineering approaches towards applications in sugar conversions, organic synthesis, and 

bioelectrochemistry difficult. In the course of this thesis, the monocovalent FAD-linkage and the 

vicinity of the isoalloxazine in the active site of AmPDH were investigated. Wild type AmPDH and 

active site variants were heterologously expressed in the yeast Pichia pastoris, purified, and 

characterized by biochemical, biophysical, and computational means. Experimental techniques 

included amongst others ECD, TCA/acetone precipitation, GC-MS of reaction products, as well 

as measuring the oxygen reactivity and redox potential. UV-Vis and stopped-flow spectroscopy 

were utilized to elucidate steady-state and pre-steady-state kinetics, respectively. Molecular 

dynamics (MD) simulations and free energy calculations rationalized or suggested experiments. 

Chapter 1 of this thesis provides an overview of flavin-dependent enzymes, the structural family 

of GMC oxidoreductase and selected members thereof. Moreover, a short introduction about 

(computational) enzyme engineering and case studies of selected GMC oxidoreductases are given. 

Chapter “3” presents the first study employing MD simulations on AmPDH. The thermodynamic 

driving forces for D-glucose binding and important interactions between the enzyme and its 

substrate were investigated. The outcomes of this chapter suggested targets for site directed 

mutagenesis, which are dealt with in detail in Chapter 5. Chapter 4 describes extensive MD 

simulations on AmPDH with a bound sugar substrate, which rationalizes the substrate promiscuity 

of the enzyme by combining free energy calculations and reweighted distance analysis. In Chapter 

5,  both biochemical and biophysical investigations were performed to elucidate structure–function 

relationships of active site residues in AmPDH. MD simulations corroborated the experimental 

findings and gave additional insights in dynamic properties. Chapter 6 proposes a conclusion and 

outlook based on the results obtained during this PhD thesis. 

  



viii 

  



ix 

Kurzfassung 

Die GMC Oxidoreduktase Pyranose Dehydrogenase von Agaricus meleagris (AmPDH) beinhaltet 

einen monokovalent gebunden FAD Cofaktor. AmPDH (di)oxidiert viele verschiedene Zucker an 

Position C1–C4 und ist vermutlich im Ligninabbau involviert. Das Enzym reagiert nicht mit 

Sauerstoff, dafür aber mit Chinonen und organometallischen Verbindungen. Die Struktur–
Funktions Beziehungen der Aminosäuren im aktiven Zentrum von AmPDH wurden bisher noch 

nicht eingehend untersucht. Dadurch sind gezielte Veränderungen, um das Enzym für Zucker-

Derivatisierungen, organische Synthesen und in der Bioelektrochemie zu verwenden, schwierig. Im 

Zuge dieser Dissertation wurden die kovalente Bindung zum FAD und die unmittelbare 

Umgebung des Isoalloxazins im aktiven Zentrum von AmPDH untersucht. Wildtyp AmPDH und 

Mutanten des aktiven Zentrums wurden heterolog in der Hefe Pichia pastoris exprimiert und 

anschließend gereinigt. Danach wurden die Enzyme biochemisch, biophysikalisch und 

computergestützt charakterisiert. Die experimentellen Methoden umfassten unter anderem ECD, 

TCA/Aceton Präzipitation, GC-MS der Reaktionsprodukte sowie die Bestimmung der 

Sauerstoffreaktivität und des Redoxpotentials. Die Steady-State und Pre-Steady-State Kinetik 

wurden mittels UV-Vis beziehungsweise Stopped-Flow-Spektroskopie bestimmt. 

Molekulardynamik (MD) Simulationen und Berechnungen der freien Energie konnten 

experimentelle Ergebnisse untermauern oder anregen. 

Kapitel 2 dieser Dissertation gibt einen Überblick über Flavoenzyme und GMC Oxidoreduktasen 

inklusive ausgewählter Vertreter davon. Weiters wird (computergestütztes) Enzym-Engineering 

allgemein beschrieben und mittels Fallbeispielen von GMC Oxidoreduktasen näher erläutert. 

Kapitel 3 beschreibt die bisher erste Untersuchung von AmPDH, die mittels MD Simulationen 

durchgeführt wurde. Die thermodynamischen Grundlagen der Glucosebindung sowie wichtige 

Interaktionen zwischen Glucose und AmPDH wurden bestimmt. Die Ergebnisse dieses Kapitels 

führten zu vielversprechenden Vorschlägen, die in nachfolgenden Experimenten mittels 

ortsspezifischer Mutagenese in Kapitel 5 durchgeführt wurden. Kapitel 4 beschreibt umfangreiche 

MD Simulationen an AmPDH mit gebundenem Zuckersubstrat. Durch Berechnungen der freien 

Energie in Kombination mit gewichteter Distanzanalyse konnte die Substrat-Promiskuität des 

Enzyms erklärt werden. In Kapitel 5 wurden umfangreiche experimentelle Studien zur Struktur–
Funktions Beziehung von Aminosäuren im aktiven Zentrum von AmPDH durchgeführt. Auch 

hier konnten MD Simulationen experimentelle Ergebnisse untermauert und zusätzliche 

Erkenntnisse liefern. In Kapitel 6 werden einige Schlussfolgerungen gezogen und ein Ausblick in 

die Zukunft gegeben. 
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1.1 Flavin-dependent enzymes 

Flavin-dependent enzymes contain tightly bound FMN or FAD as cofactor, which are both 

composed of riboflavin (vitamin B2) as well as a phosphate group (in FMN) or adenine diphosphate 

(ADP) in FAD (Figure 1A) [1]. In either case, the cofactor comprises an isoalloxazine ring, which 

is the redox-active center of these enzymes. The cofactor is yellow in the oxidized state and 

colorless in the reduced state (Figure 1B), making flavoproteins readily accessible to spectroscopic 

studies [2]. Concentrations of FAD and FMN free in solution can be determined via the known 

extinction coefficients for the oxidized species at their absorption maxima [3]: 450 = 11,300 M-1 

cm-1 for FAD [4] and 446 = 12,200 M-1 cm-1 for FMN [5]. This allows to determine the extinction 

coefficient for a flavin bound to a protein, which usually causes a hypsochromic or bathochromic 

shift of the absorption maximum around 450 nm. 

 

 

Figure 1: (A) Structures of riboflavin, FMN, and FAD. The redox-active isoalloxazine ring is depicted in red 
(oxidized) and blue (two-electron reduced state) and the numbering scheme for the isoalloxazine ring in blue. From 
Macheroux and coworkers [6]. (B) UV-visible spectrum of FMN in its oxidized (FMNox) and reduced (FMNred) 
state. From Macheroux [2]. 

 

As already indicated in Figure 1A, the flavin moiety – or more precisely the isoalloxazine ring – 

can be reversibly reduced and oxidized. Thereby, two half reactions can be distinguished in 

flavoenzyme catalysis: the reductive and the oxidative half reaction (Figure 2A) [7]. Despite its 

central role in these redox reactions, the flavin is not irreversibly altered but acts as an electron 

shuttle. Fully reduced or oxidized flavins are accessible via the one-electron reduced semiquinone 

(Figure 2B). These semiquinones have distinct peaks in UV-visible spectra, and are therefore 

readily detectable as well [8,9]. The spectral properties, corresponding to certain redox 

intermediates, make flavoproteins one of the best-studied enzyme families to date [10,11]. 

The above mentioned redox processes occur mainly at two sites of the isoalloxazine ring: the N5-

atom and the C4a-atom (atom numbers in Figure 1A or Figure 2A): additions of hydrides [12,13] 



Introduction 

4 

and carbanions [14] occur via N5, while covalent links with thiols [15] and radical oxygen species 

[16] occur at C4a [7] (Figure 2C). 

 

 

Figure 2: (A) The two redox half reactions in flavoenzyme catalysis: reductive- and oxidative half reaction. (B) 
Kinetically and thermodynamically accessible flavin redox states: oxidized flavin (Flox), one-electron reduced 
semiquinone (FlH•), and two-electron reduced dihydroflavin (FlH2). (C) N5 and C4a as electron entry and exit 
sites from the isoalloazine ring: covalent 4a-thiol and 4a-hydroperoxide adducts. From Walsh and Wencewicz [7]. 

 

About 10% of all flavoenzymes carry a mono- or bicovalently tethered cofactor, which is linked via 

a cysteine, histidine, threonine, or tyrosine to the protein, whereas the flavin is attached via its C8-

methyl or C6-atom of the isoalloxazine or a phosphate group involved in a phosphoester bond 

(Figure 3) [17]. Covalent flavinylation is an autocatalytic process [18,19], upon which the redox 

potential and the protein stability are usually increased [17]. Additionally, covalent flavin 

attachment is thought to protect the flavin from unwanted modifications or inactivation and to 

tune its reactivity for electron transfer or oxygen reactivity [1,17]. 

 



Chapter 1 

5 

 

Figure 3: Types of covalent flavin–protein linkages known to date. Color code: FMN (black), FAD (black and 
gray), and linking amino acids (green). Red arrows indicate covalent attachment sites and blue numbers selected 
isoalloxazine atoms. From Heuts and coworkers [17]. 

 

The features described above make flavoenzymes extremely versatile catalysts, which take part in 

many different biological processes (Figure 4A) [1,7,11]. Consequently, flavoproteins from five 

out of the six enzyme classes are known, with hydrolases as the only class of which no 

representative is known to date (Figure 4B) [6]. Since the flavin cofactor is able to adopt so many 

redox intermediates, it is not surprising that 91% of all known flavoenzymes are oxidoreductases, 

though. 

 

 

Figure 4: (A) Biological functions of flavoenzymes. From Joosten and van Berkel [1]. (B) Flavoproteins belonging 
to various enzyme classes. Color code: class 1, oxidoreductases (yellow); class 2, transferases (orange); class 4, lyases 
(red); class 5, isomerases (blue); class 6, ligases (green). From Macheroux and coworkers [6]. 
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According to the numbering scheme of the ‘International Union of Biochemistry and Molecular 
Biology’ (IUBMB), oxidoreductases form the first enzyme class (Figure 4B). Oxidoreductases are 

further grouped into subclasses, which indicate the chemical species that is attacked (e.g. alcohols, 

aldehydes, or amines), to eventually transfer electrons from a reductant to an oxidant. This feature 

makes this enzyme class attractive for biotechnological applications, because many industrial 

processes involve redox reaction, such as the production of specialty chemicals, pharmaceuticals, 

and food additives. More general features of enzymes, which usually catalyze reactions with great 

selectivity and stereospecificity and efficiently work under relatively mild conditions are further 

incentives to utilize oxidoreductases in the described contexts [20]. Another field of application is 

bioelectrochemistry, where an electric current is generated by these enzymes, which is then used to 

power biofuel cells or generate a signal for a biosensor [21–23]. The previously mentioned 

versatility of the flavin cofactor makes flavin-dependent oxidoreductases especially promising 

catalysts for these applications. 

 

1.2 GMC Oxidoreductases 

The structural family of glucose–methanol–choline (GMC) oxidoreductases has first been 

described by Cavener in 1991 and its members can be found in pro- and eukaryotes [24]. The 

common structural features of this family are the PHBH (p-hydroxybenzoate hydroxylase) like fold 

[25], the flavin binding subdomain comprising an ADP-binding  motif (Rossman fold) close 

to their N-terminus [24], and a substrate binding subdomain [26,27]. The substrate binding 

subdomain is less conserved throughout the GMC oxidoreductases, which probably reflects the 

different substrate specificities of the family members, ranging from mono- and polysaccharides to 

cholesterol [28]. Phylogenetic analysis of the GMC-superfamily of flavoproteins clearly revealed its 

main clades (Figure 5) [28,29]. 

The focus of this PhD thesis was an in-depth investigation of the active site in pyranose 

dehydrogenase from Agaricus meleagris (PDH, EC 1.1.99.29) by experimental and computational 

means. Where possible, results were compared to the GMC family members aryl-alcohol oxidase 

(AAO, EC 1.1.3.7), choline oxidase (CHO, EC 1.1.3.17), glucose 1-oxidase (GOX, EC 1.1.3.4), 

and pyranose 2-oxidase (P2O, EC 1.1.3.10). In the next sections, key features of PDH as well as 

AAO, CHO, GOX, and P2O are introduced. Owing to the focus of the thesis, PDH is described 

in most detail. For further information, the reader is directed to the references given in the text as 

well as a recent review about the substrate oxidation mechanism of several GMC family members 

[30]. 
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Figure 5: Reconstructed, unrooted phylogenetic tree of the GMC superfamily. Numbers on the branches represent 
bootstrap values obtained from 1,000 replicas. The scale bar represents 20% of the estimated sequence divergence. 
Pyranose dehydrogenase genes are in bold and encircled red. From Kittl and coworkers [28]. 
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1.2.1 Pyranose dehydrogenase (PDH)  

PDH is a monomer of approximately 65 kDa, carries a FAD cofactor in the active site, and is 

found in restricted groups of lignocellulolytic, litter-degrading basidiomycetes and some 

ascomycetes/fungi imperfecti [31]. It (di)oxidizes free, nonphosphorylated mono- and 

polysaccharides at C1–C4 (Figure 6), making it a very versatile catalyst for organic synthesis and 

bioelectrochemistry. PDH does not utilize oxygen as electron acceptor, but organometallic 

compounds or substituted quinones instead. Its biological role is not fully understood to date, but 

owing to its biochemical properties and its occurrence in litter decomposing fungi, it is probably 

involved in lignin degradation. Another possible role is the degradation of quinones, which some 

plants produce to defend themselves against attacks from fungi. 

 

 

Figure 6: Proposed scheme for the dioxidation of D-glucose to the final product 2,3-diketo-D-glucose (3) by PDH 
from Agaricus bisporus (AbPDH). According to this scheme, AbPDH equally prefers both intermediates, 2-
keto-D-glucose (1) and 3-keto-D-glucose (2). From Volc and coworkers [32]. 

 

PDH was first isolated from the fungus Agaricus bisporus [33] and Macrolepiota rhacodes [34], and only 

then from Agaricus meleagris (AmPDH) [35] and other sources such as Agaricus xanthoderma [36]. Aryl 

alcohol oxidases from the genus Pleurotus are the closest phylogenetic neighbors of PDH (Figure 

5). In Agaricus meleagris, three genes for PDH isoforms with similarities of 80% or higher were 

identified (pdh1, pdh2, and pdh3) [28], but only the enzyme PDH1 was successfully isolated from 

the natural source as well a recombinantly produced and characterized to date. The heterologous 

expression and subsequent characterization of isoforms PDH2 and PDH3 is a matter of ongoing 

studies. The focus of this PhD thesis was to investigate AmPDH1, which is denoted AmPDH, 

PDH1, or simply PDH throughout this thesis, unless stated otherwise. 
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In the last years, AmPDH has received considerable attention. The wild-type enzyme from the 

native source A. meleagris was characterized in terms of its steady-state parameters for different 

substrates, its stability, and other properties [37]. However, the production of AmPDH in the native 

source is very time consuming and takes approximately six weeks to yield only a few mg of pure 

enzyme. Therefore, its heterologous expression was investigated, which resulted in the 

identification of Pichia pastoris as suitable expression system as indicated by high yields of soluble 

enzyme with similar kinetic properties compared to AmPDH from the native source [38]. This 

paved the way to provide sufficient amounts of AmPDH to elucidate its high resolution crystal 

structure [8] as depicted in Figure 7A (PDB code 4H7U). Figure 7B shows the most important 

active site residues. The crystal structure clearly indicates that an FAD is monocovalently attached 

to the N of His-103 of AmPDH via a 8-N3-histidyl-FAD linkage, which is the most common 

covalent FAD-linkage type [17]. AmPDH has two active site histidines (His-512 and His-556), 

which have been observed previously for the GMC members AAO and GOX. Other GMC family 

members such as CHO and P2O possess a catalytic His/Asn pair, where the histidine corresponds 

to His-512 in AmPDH and the asparagine to His-556 in AmPDH. The aim of this PhD thesis was 

to comprehensively study the role of these active site residues in AmPDH (Figure 7B). 

 

 

Figure 7: (A) 1.6 Å Crystal structure (PDB code 4H7U) of AmPDH elucidated by Tan and coworkers in 
2013 [8]. (B) Active site residues of AmPDH that were investigated in the current thesis. 

 

With the crystal structure and means to efficiently produce AmPDH at hand, subsequent 

mutational studies were readily possible. In a first attempt, variants with increased oxygen reactivity 

were identified by semi-rational protein engineering and subsequent high-throughput screening 
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[39]. Since it is still elusive why flavin-dependent enzymes react with oxygen or not, studies on the 

oxygen reactivity of flavoenzymes are of significant academic interest [40–42]. Moreover, large-

scale applications of AmPDH require cheap electron acceptors such as O2, because the electron 

acceptors described earlier are expensive and have to be efficiently removed for the desired 

applications. Krondorfer and coworkers recently identified one variant (H103Y) with about 5-fold 

increased oxygen reactivity compared to the wild-type [39]. In H103Y, the covalent linkage to the 

FAD via His-103 was disrupted but FAD was still tightly bound. In a subsequent study on this 

variant it was elucidated that its redox potential was decreased by about 100 mV compared to the 

wild type [9]. EPR spectroscopy revealed that the FAD-mobility within the active site was 

significantly increased and ThermoFAD experiments [43] demonstrated that the thermal stability of 

H103Y decreased by 8.2 °C when compared to the wild-type. This indicated the importance of the 

covalent FAD linkage for the studied properties. 

Another research-area on PDH (especially AmPDH) is bioelectrochemistry [21,44,45]. Only 

recently, the ability of deglycosylated AmPDH to perform direct electron transfer (DET) to various 

electrodes was discovered [46–48]. DET is not dependent on mediators that shuttle electrons from 

the enzyme to the electrode, thereby interference from these mediators can be excluded [49]. This 

discovery could boost efforts to further engineer AmPDH towards bioelectrochemical 

applications. 

 

1.2.2 Aryl-alcohol oxidase (AAO) 

AAO is a monomeric oxidoreductase of about 62 kDa, carrying a non-covalently attached FAD 

cofactor [50]. It is found in Pleurotus eryngii, a basidiomycete belonging to the white-rot fungi, which 

is involved in lignin degradation. The ligninolytic system of P. eryngii is able to selectively degrade 

lignin but not cellulose, which makes it interesting for biotechnological applications [51]. An 

important part of this ligninolytic system is AAO, which is able to oxidize aromatic and aliphatic 

polyunsaturated, primary alcohols to their corresponding aldehydes [52]. The enzyme utilizes O2 

as electron acceptor and ultimately generates H2O2, which provides a continuous source of 

oxidative power for subsequent reactions by ligninolytic peroxidases. The active site in AAO 

contains a catalytic histidine pair His-502 (equivalent to His-512 in PDH) and His-546 (equivalent 

to His-556 in PDH) [8,53]. 

 

1.2.3 Choline oxidase (CHO) 

CHO is a homodimer of about 120 kDa that carries a monocovalently attached FAD [54]. It 

catalyzes the four-electron oxidation of choline to glycine betaine via betaine aldehyde as 

intermediate and the concomitant reduction of molecular oxygen to H2O2 [55]. Glycine betaine 

accumulates to high levels in the cytoplasm and prevents dehydration and plasmolysis in 
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hyperosmotic environments [56]. This process is coupled to other physiological responses, e.g. 

regulation of internal ionic strength and pH as well as heat and cold tolerance [55]. Moreover, 

hyperosmolarity is associated with human pathogenicity [57]. Consequently, a mechanistic 

understanding of CHO and its adaption by enzyme engineering techniques has a potential impact 

in green and red biotechnology. CHO from Arthrobacter globiformis is readily available, as it can be 

heterologously expressed and purified in large amounts [55]. Extensive studies on the reaction 

mechanism of CHO were performed [58–60] and its oxygen reactivity reviewed recently [61]. The 

active site of CHO contains the catalytic pair His-466 (corresponding to His-512 in AmPDH) and 

Asn-510 (corresponding to His-556 in AmPDH) [62]. 

 

1.2.4 Glucose 1-oxidase (GOX) 

GOX was discovered in Aspergillus niger extracts by Müller already in 1928 [63]. It is a homodimer 

with a molecular weight of about 150 kDa, whereas each subunit carries a tightly, but non-

covalently bound FAD cofactor [64]. GOX oxidizes D-glucose at position C1 to -gluconolactone, 

which ultimately yields gluconic acid, and concomitantly reduces molecular oxygen to H2O2 [49]. 

Its main natural function is to generate H2O2, which is targeted against bacteria and fungi lacking 

H2O2 scavengers such as catalase. GOX is also involved in lignin degradation, lowering the pH of 

the environment, and assisting in plant infection [49]. Industrial applications of GOX are manifold, 

making it somewhat a ‘star’ amongst commercially utilized enzymes. It is used as additive in food 
processing, for gluconic acid production, laundry detergents, textile bleaching, in immunoassays, 

and many other applications. The widest known field of GOX application is probably 

bioelectrochemistry, where it can be used in biofuel cells and – even more prominently – in glucose 

biosensors, where it can reliably determine blood-glucose levels. Especially the latter area is 

dominated by GOX: Newman and Turner recently estimated the value of world market for 

biosensors to be around 5 billion $, whereas 85% were attributed to glucose biosensors [65]. Many 

of those glucose sensors are GOX-based. It is worthwhile mentioning that studies on the direct 

electron transfer (DET) of GOX immobilized on carbon nanotubes is a matter of ongoing studies 

and debate [66]. Similarly to AAO, GOX contains a catalytic histidine pair, consisting of His-516 

(equivalent to His-512 in PDH) and His-559 (equivalent to His-556 in PDH), where His-516 was 

identified as the catalytic base in both, the reductive- and oxidative half reaction [64]. 

 

1.2.5 Pyranose 2-oxidase (P2O) 

P2O is a homotetrameric enzyme with a molecular mass of about 270 kDa, in which each subunit 

carries a monocovalently attached FAD cofactor [67]. It is found in lignocellulolytic basidiomycetes 

and oxidizes preferentially D-glucose at position C2 to the corresponding 2-keto-D-glucose. 

Concomitantly, P2O reduces molecular oxygen to H2O2, which is utilized by the fungi as a source 
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of oxidative power for their ligninolytic machinery involving peroxidases. P2O is interesting for 

industrial applications in biofuel cells [21], analytics [68], and the production of D-tagatose, a low-

caloric, non-cariogenic sweetener [69]. P2O of Trametes multicolor (TmP2O) can be easily 

heterologously expressed in E. coli [70] and has been investigated extensively – for a recent review, 

see [30]. High-resolution crystal structures of the wild-type enzyme [71] as well as of variants with 

substrates bound in different poses [72,73] are readily available. Similar to CHO, TmP2O has a 

catalytic His/Asn pair in the active site, consisting of His-548 (corresponding to His-512 in 

AmPDH) and Asn-593 (corresponding to His-556 in AmPDH). Most recently, studies on the 

oxygen reactivity of active site variants [39] and on rationalizing the binding modes of fluorinated 

substrates [74] were performed. 

 

1.3 Computational enzyme engineering and case studies on GMC 

oxidoreductases 

Enzymes isolated from their natural source are rarely ideally adapted for applications in medicine 

and diagnostics as well as in environmental- or industrial biotechnology [75]. With the advent of 

molecular biology techniques, enzyme engineering has rapidly evolved as a standard technique to 

generate tailor-made biocatalysts for the desired applications [76]. One can distinguish between 

experimental and computational methods in enzyme engineering, which are ideally combined [77]. 

In experimental enzyme engineering, rational and random approaches can be distinguished. The 

rational engineering of a protein towards a desired function usually requires the availability of its 

structure as well as detailed knowledge about the mechanism as well as a functional assignment of 

key residues. Random approaches are more flexible in this respect, but require high-throughput 

screening of large combinatorial libraries, which can be very cumbersome and costly. Consequently, 

homology models of the protein of interest greatly facilitate engineering efforts – also in a random 

approach [78]. Experimental enzyme engineering techniques have already produced many artificial 

enzymes adapted for specific tasks. An example is the redesign of whole enzymes by iterative 

rounds of directed evolution to increase stability and tolerance to non-natural conditions, broaden 

substrate specificity and stereoselectivity, and enhance trace activities [75]. Another example is the 

generation of catalytic antibodies, which exploits the diversity and specificity of the mammalian 

immune system [79,80]. Haptens, which mimic the transition state of a chemical reaction, are used 

for immunization to generate catalytic antibodies with similar features to enzymes: substrate 

specificity, regio- and stereoselectivity, as well as significant rate accelerations compared to the 

uncatalyzed reaction. Nevertheless, the efficiencies of the best catalytic antibodies are usually orders 

of magnitudes lower compared to enzyme-catalyzed reactions, making catalysis via antibodies more 

primitive catalysts than enzymes [79]. This can largely be attributed to the fact that antibodies 

evolved to recognize and tightly bind one specific molecule, whereas enzymes show a higher 
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conformational flexibility, which contributes to efficient stabilization of reaction-intermediates and 

to exclude water from the active site [75]. 

If experimental engineering strategies have already yielded so many enzymes with the desired 

properties, why should one introduce a computational step? Computational considerations can 

substantially increase the frequency of finding active variants [81–83] and proteins with improved 

stability, new enzymatic activities, or new binding affinities [77]. Therefore, it seems worthwhile to 

consider computational enzyme engineering approaches, which will be introduced in the following 

section in more detail. The applied computational tools can be grouped in three categories: 

bioinformatics, molecular modeling, and de novo design [84]. 

 

1.3.1 Bioinformatics 

Bioinformatics is an integrated approach to study and process biological data by computational 

means. Examples are bioinformatical web servers such as ZEBRA, which can systematically 

identify and analyze adaptive mutations in enzyme functional subfamilies [85]. Subfamily-specific 

positions (SSP) are conserved within these subfamilies but should differ among different 

subfamilies. Detailed statistical analysis of the SSPs is then translated into their significance. Based 

on this information, the SSP can subsequently be adapted by (semi)rational protein engineering. 

Another example for utilizing bioinformatics in enzyme engineering is the JANUS method, which 

predicts mutations to interconvert structurally related but functionally distinct enzymes by 

analyzing multiple-sequence alignments [86]. Another approach is to utilize the Adaptive Substituent 

Reordering Algorithm (ASRA) [87], a predictive bioinformatic model, which is trained on experimental 

data (Figure 8). ASRA follows a similar strategy as the well-established ‘quantitative structure–
activity relationships’ (QSAR) methodology [81] and can readily be utilized in the directed evolution 

of enzymes. It detects the fundamental regularity of the protein property landscape and predicts 

properties of uncharacterized variants. 

 

 

Figure 8: Workflow for Adaptive Substituent Reordering Algorithm (ASRA) to identify variants with 
desired properties. From Damborsky and Brezovsky [84]. 
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1.3.2 De novo protein design 

De novo enzyme design utilizes a known transition state for a targeted chemical reaction, around 

which an active site and eventually a whole enzyme is sculpted (Figure 9A) [88]. After identifying 

the rate-limiting transition state and calculating its structure by means of quantum mechanics, 

catalytic groups are determined in silico to stabilize it. The resulting ensemble is an idealized, 3D-

model of a minimal active site, termed theoretical enzyme (‘theozyme’) [89]. This theozyme is 

docked in silico into protein structures from the PDB with programs such as RosettaMatch [90], 

Scaffold Select [91], and ORBIT [92]. Residues in and around this pocket are then mutated for 

optimal packing of the transition state and catalytic groups. Each possible sequence is then energy-

minimized by iteratively searching the conformational space of the ligand and the side chains. 

Finally, the most promising designs are ranked according to their calculated energies and tested in 

vitro. This process can be compared to antibody affinity maturation in the immune system, with the 

stability of the fold serving as the selection criterion for passing a design on to the next round of 

optimization [75]. De novo designed enzymes of the first-generation usually have low catalytic 

efficiencies, which can be significantly increased by subsequent rounds of redesigning, which are 

guided by biochemical information from earlier rounds, or by directed evolution [75,88,93]. 

Therefore, computational enzyme engineering and experimental engineering approaches are 

complementing strategies to obtain tailor-made biocatalysts [94]. Figure 9B gives an example of 

computational de novo design and directed evolution of a Kemp eliminase [95]. 

 

 

Figure 9: (A) Flow-scheme for the computational de novo design methodology. See text for a detailed description 
(B) Flow-scheme for the computational de novo design in combination with directed evolution of a Kemp eliminase. 
The theozyme (B1) was used as a template for subsequent design. (B2) The crystal structure of the first-generation 
enzyme (blue) is in good qualitative agreement with the computationally designed model (green). The ligand from the 
crystal structure (orange) is flipped relative to the designed orientation (pink), though. (B3) Catalytic efficiencies 
steadily increased from the first round (R2) until the last round of mutagenesis and screening (R13) relative to the 
designed starting enzyme (R1; Design). (B4) The evolved variant (R13) shows structural adaptions in the active 
site, which are responsible for its higher catalytic efficiency. From Kries and coworkers [88]. 
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1.3.3 Molecular modeling 

From an enzyme engineering perspective, various approaches can be assigned to molecular 

modeling techniques [84]. Examples are finding a suitable ligand for an enzyme via docking and 

scoring or to probe its dynamic properties via molecular dynamics (MD) and quantum mechanics 

(QM) simulations. The trajectories of MD simulations can subsequently be analyzed for different 

properties e.g. the accessibility of the active site through substrate channels with the software tool 

CAVER [96] or relative binding free energies of different compounds to the active site, which 

yields the best binding substance for a given enzyme [97]. Because MD simulations do not take 

into account particles that are smaller than whole atoms, QM simulations have to be conducted in 

order to obtain information about sub-atomic processes [98]. However, QM simulations are 

computationally very expensive. To address this problem, hybrid approaches were developed, that 

use a QM method for the chemically active region of an enzyme and combine it with a molecular 

mechanics (MM) treatment for the rest of the enzyme (QM/MM simulations) [99,100]. 

Consequently, the level of detail for modeling the enzyme of interest is dependent on the type of 

process one is interested. In the course of this PhD thesis, biomolecular properties of AmPDH 

were investigated that were readily accessible via MD simulations. Figure 10A illustrates four 

biomolecular processes that are governed by thermodynamic equilibria that play a fundamental role 

in the behavior of these systems. These four processes are all driven by weak, nonbonded 

interatomic interactions, which determine the thermodynamic properties of the condensed phase 

in which the four processes occur. Consequently, these processes are ideally modeled at the atomic 

or molecular level [98]. Lastly, the four basic choices when modeling a biomolecular system are 

shown in Figure 10B. 

 

 

Figure 10: (A) Four biomolecular processes that are governed by thermodynamic equilibria. (B) Four basic choices 
when defining a model for molecular simulation. From van Gunsteren and coworkers [98]. 
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1.3.4 Case studies on computational investigations of GMC oxidoreductases 

In this section, short examples for computational studies on GMC oxidoreductases AAO, CHO, 

GOX, and P2O are given. 

For AAO, substrate diffusion, oxidation, and stereoselectivity as well as the role of the active site 

histidines in catalysis was investigated by Hernández-Ortega and coworkers by combining 

computational and experimental efforts [52,101,102]. The alcohol-migration pathway into the 

active site and the protonation states of the two active site histidines were determined by 

computational means. Moreover, the timing of proton and hydride transfers and the existence of 

reaction intermediates were probed by computing energy profiles of the AAO-catalyzed reaction 

by QM/MM methods [101]. QM/MM calculations corroborated the experimental observation that 

only active site His-502 is involved in the oxidative half reaction of AAO with O2 [52]. Lastly, the 

stereoselectivity of AAO towards p-methoxybenzyl alcohol could be attributed to the arrangement 

of the hydride-receiving atoms (flavin N5 and His-502 N) in relation to the alcohol C-

substituents via substrate-docking into the active site and subsequent QM/MM calculations [102]. 

For CHO, a detailed computational study on the active site gating revealed that not a presumptive 

active site loop controls its access but a patch of hydrophobic residues, which open and close on a 

picosecond time scale [103]. Interestingly, the authors suggest that a similar gating mechanism 

could play a role in other GMC oxidoreductases and that one should be careful when claiming that 

a loop controls access to the active site. In the same study, electrostatic interactions were identified 

to govern the rate constant for formation of the choline-CHO complex. 

For GOX, docking experiments and subsequent MD simulations were applied to determine the 

most likely orientation of substrates and products in the active site [64,104]. This corroborated the 

proposed reaction mechanism obtained from experiments [64]. QM/MM calculations were used 

to determine the role of the FAD and active site residues in D-glucose oxidation [104]. With this 

approach, heats of formation for the enzyme–substrate or enzyme–product complexes were 

computed. The active site histidine His-516 was proposed to be involved in substrate binding and 

C4a-hydroperoxyflavin stabilization, whereas His-559 was suggested to act as proton acceptor. 

For P2O, the physical factors in the oxidative half-reaction of reduced flavin with O2 could be 

identified by combining QM analysis and transient kinetic studies, which rationalized oxygen 

activation and C4a-hydroperoxyflavin stabilization [105]. In another recent study on P2O, MD 

simulations were used to investigate the structural heterogeneity of the four subunits and how this 

heterogeneity affects ultrafast fluorescence dynamics [106]. Related to the O2 reactivity of P2O, 

general principles of O2 diffusion into flavoenzymes were investigated in a study combining MD 

simulations with experiments [107]. This study indicated that multiple pathways effectively guide 

O2 diffusion to a few key residues or atoms in the active site, e.g. the flavin C4a atom. Nevertheless, 

the microenvironment of the flavin was found to be very important for modulating the O2 reactivity 

to yield dehydrogenases, monooxygenases, or oxidases [42]. 
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2.1 Aim and outline of the thesis 

Within the context of the considerations and methods mentioned in the previous section, the aim 

of this PhD thesis was to characterize the active site of the GMC oxidoreductase pyranose 

dehydrogenase from the fungus Agaricus meleagris (AmPDH). Special emphasis was placed on the 

covalent attachment of the FAD, the vicinity of the isoalloxazine, and the interactions of active site 

residues with substrates. This contributed to a better appreciation of fundamental biochemical and 

biophysical aspects of key residues in AmPDH, which may subsequently lead to enhanced protein 

engineering strategies to better adapt AmPDH towards the desired applications. 

To achieve that goal, a combined experimental and computational approach was utilized: 

1.) Active site variants of AmPDH were generated, heterologously expressed in Pichia pastoris, 

and subsequently characterized by biochemical and biophysical means. 

2.) Molecular dynamics (MD) simulations and free energy calculations of AmPDH wild type and 

its variants were conducted. The results could rationalize experimental findings on an atomic 

resolution or suggest new experiments. 

Chapter 3 describes a pure computational study employing MD simulations of wild type AmPDH. 

In the course of this study, the thermodynamic properties of D-glucose (GLC) binding were 

investigated by calculating conformational entropies and interaction energies within AmPDH. 

Additionally, important interactions between GLC and active site residues were computed. As a 

results of this study, several residues were selected for subsequent mutagenesis studies in vitro and 

in silico, which are described in detail in Chapter 5. 

Chapter 4 describes a pure computational study to investigate the substrate promiscuity of wild 

type AmPDH employing MD simulations and free energy calculations. Modifications made to the 

GLC-topology allowed to sample all 32 possible aldohexopyranose sugars (SUG) within a single 

MD simulation. First, the solvation free energies of the 32 SUG in water could be computed. 

Second, the relative binding free energies of SUG to AmPDH were calculated, and good agreement 

with experiments was obtained. A combination of relative binding free energies and reweighted 

distance analysis rationalized experimentally detected SUG oxidation products and predicted new 

ones, which were not experimentally probed yet.  

In Chapter 5, a combined experimental and computational approach was utilized to investigate 

structure–dynamics–function relationships of active site residues in AmPDH. First, active site 

variants as suggested in Chapter 3 were generated and probed by biochemical and biophysical 

means. Results were compared to the wild type AmPDH and – where applicable – to MD 

simulations. The role of active site residues in GLC binding and turnover was investigated by 

steady-state kinetics and MD simulations. The GLC oxidation sites predicted by MD simulations 

were experimentally verified by GC-MS measurements. The preference of wild type AmPDH for 

C2 or C3 oxidized substrates as well as the effect of mutating His-556 to an alanine on the reductive 
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and oxidative half-reactions was tested via stopped-flow spectroscopy. Finally, the oxygen 

reactivities of all variants as well as the effect of the covalent FAD linkage on the redox potential 

were investigated. 

Chapter 6 offers a conclusion and an outlook based on the studies that were performed in the 

course of this PhD thesis. 
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Abstract 

The flavin-dependent sugar oxidoreductase pyranose dehydrogenase (PDH) from the plant litter-

degrading fungus Agaricus meleagris oxidizes D-glucose (GLC) efficiently at positions C2 and C3. 

The closely related pyranose 2-oxidase (P2O) from Trametes multicolor oxidizes GLC only at position 

C2. Consequently, the electron output per molecule GLC is twofold for PDH compared to P2O 

making it a promising catalyst for bioelectrochemistry or for introducing novel carbonyl 

functionalities into sugars. The aim of this study was to rationalize the mechanism of GLC 

dioxidation employing molecular dynamics (MD) simulations of GLC-PDH interactions. Shape 

complementarity through nonpolar van der Waals interactions was identified as the main driving 

force for GLC binding. Together with a very diverse hydrogen-bonding pattern, this has the 

potential to explain the experimentally observed promiscuity of PDH towards different sugars. 

Based on geometrical analysis, we propose a similar reaction mechanism as in P2O involving a 

general base proton abstraction, stabilization of the transition state, an alkoxide intermediate, 

through interaction with a protonated catalytic histidine followed by a hydride transfer to the flavin 

N5 atom. Our data suggest the presence of the two potentially catalytic bases His-512 and His-556 

increases the versatility of the enzyme, employing the most suitably oriented base depending on 

the substrate and its orientation in the active site. Our findings corroborate and rationalize the 

experimentally observed dioxidation of GLC by PDH and its promiscuity towards different sugars. 
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3.1 Introduction 

The sugar oxidoreductase pyranose dehydrogenase (PDH, EC 1.1.99.29) is a monomeric 

flavoprotein of approximately 65 kDa containing ~7% carbohydrates. PDH is found in Agaricaceae 

and Lycoperdaceae, which represent a small group of fungi involved in lignocellulose breakdown 

from forest litter [1]. The enzyme was first isolated and characterized from Agaricus bisporus [2], and 

subsequently from Macrolepiota rhacodes [3], Agaricus xanthoderma [4] as well as Agaricus meleagris [1]. 

PDH from A. meleagris has been studied in most detail to date with respect to its biochemical 

properties and potential applications [5]. 

At commencement of this work, a preliminary version of the high resolution (1.6 Å) X-ray crystal 

structure of A. meleagris PDH with PDB code 4H7U was kindly made available to us [6]. Together 

with glucose oxidase (GOX, EC 1.1.3.4), the flavin domain of cellobiose dehydrogenase (CDH, 

EC 1.1.99.18), and pyranose 2-oxidase (P2O, EC 1.1.3.10), PDH belongs to the structural family 

of glucose–methanol–choline–oxidoreductases (GMC oxidoreductases) [5]. PDH exhibits broad 

carbohydrate substrate specificity compared to other GMC oxidoreductases. Depending on the 

sugar-substrate, it can perform (di)oxidations at C1, C2, C3, or C4 positions of the hexapyranose 

ring [5,7]. This property, however, depends strongly on the source of the enzyme as well as on the 

sugar substrate. For example, D-glucose (GLC) is (di)oxidized at positions C2 and C3 by PDH 

from Agaricus spp. but only at position C3 by PDH from M. rhacodes, while P2O oxidizes this sugar 

almost exclusively at C2 [8]. Consequently, the electron output per molecule of GLC is twofold for 

Agaricus PDH compared to P2O. This makes PDH a promising catalyst for applications in 

bioelectrochemistry or for introducing novel carbonyl functionalities into sugars [5].  

In order to investigate the PDH-GLC interactions, molecular dynamics (MD) simulations were 

performed. MD simulations are becoming an increasingly popular standard tool in biosciences to 

explore dynamic system properties or to investigate features not readily accessible by experimental 

means. Because of this, MD simulations and experiments represent complementing methods to 

study different aspects of nature [9,10]. 

Unfortunately, no experimentally determined structure of any PDH-substrate complex is currently 

available. Hence the only possibility to study the detailed interactions of PDH with its major 

substrate GLC is by computational means. Although the GMC oxidoreductases PDH and P2O 

(PDB: 3LSK) [11] possess a relatively low overall sequence identity of 16%, their sugar-binding 

sites are very similar as demonstrated by superposition in Figure 1A with an atom-positional root-

mean-square deviation (RMSD) of 0.13 nm for all heavy atoms in this figure. Moreover, 

experimentally determined P2O structures with GLC bound in two different orientations are 

available in the PDB: 3PL8 [12] and 2IGO [8]. Therefore, these two P2O-GLC structures were 

used to retrieve the coordinates of two PDH-GLC complexes for this study. After initial 

superposition, the GLC coordinates were manually grafted into the PDH structure in an 

orientation according to the P2O-PDB code 3PL8 (Figure 1B) [12] – termed pose A – or according 

to the P2O-PDB code 2IGO (Figure 1C) [8] – termed pose B. 
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Figure 1: Active site structures of homotetrameric pyranose 2-oxidase (P2O) from Trametes multicolor and 
monomeric pyranose dehydrogenase (PDH) from Agaricus meleagris. (A) Superposition of active site residues 
from PDH, blue (PDB: 4H7U) and P2O, red (PDB: 3LSK). For clarity, the FAD moiety was colored light 
blue in PDH or light red in P2O and the atoms of the FAD ribityl side chains were omitted. (B, C) After 
superpositioning, D-glucose coordinates were grafted from the P2O structure with PDB accession codes (B) 3PL8 or 
(C) 2IGO into PDH. For clarity, P2O is not shown. Atom-coloring scheme: carbon (beige, protein; yellow, FAD; 
white, ligand), nitrogen (blue), oxygen (red), and phosphate (orange). Figures were generated using PyMOL 
(http://www.pymol.org/). 

 

In contrast to P2O, PDH contains two, potentially catalytic residues, His-512 and His-556, in the 

active site (Figure 1A). In the present study, extensive MD simulations were conducted of PDH 

in its apo form, of GLC (D-glucose), and of a variety of complexes between the two, differing in 

the poses of the substrates and in the protonation state of the active site histidines. The results 

were compared in terms of important interactions, conformational entropies and interaction 

energies between PDH and GLC, and the structural dynamics and stability was followed in detail. 

An atomistic understanding of these properties will provide detailed insights into PDH-GLC 

interactions, which immediately suggest future site-directed mutagenesis experiments and can 

ultimately pave the way towards the desired bioelectrochemical applications. 

 

3.2 Methods 

3.2.1  Preparation of initial structures 

A preliminary version of the crystal structure of A. meleagris PDH at 1.6-Å resolution with PDB 

entry code 4H7U without bound GLC served as a starting point [6]. In this structure, the 

isoalloxazine ring of the flavin is modified by a covalent monoatomic oxygen species at position 

C(4a). Since PDH does not react with oxygen under standard reaction conditions, this monoatomic 

oxygen species is most likely a result of oxygen radicals present during X-ray data collection and 

was therefore not considered for subsequent MD simulations. This structure does not contain the 

25 amino acid long signal sequence (MLPRVTKLNSRLLSLALLGIQIARG), which is cleaved off 

http://www.pymol.org/
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during secretion. Under physiological conditions, PDH is a glycosylated protein and sugar moieties 

are observed bound to Asn-75 and Asn-294, which were verified as potential glycosylation sites 

using the program NetNGlyc 1.0 [13]. In the current work, the sugar moieties NAG-901 

(covalently attached to Asn-75), NAG-902 (covalently attached to Asn-294), and NAG-903 

(covalently attached to NAG-902) were removed from the structure. Phosphate ion PO4-910, most 

likely a crystallization-buffer artifact surrounded by amino acid residues Arg-87 to Asp-90 and Pro-

406 to Lys-407, was removed as well. The amino and carboxy termini were charged; all arginines, 

cysteines and lysines were protonated, and all aspartates and glutamates were deprotonated. Three 

different protonation states of His-512 and His-556 in the active site were considered: (i) His-512 

being fully protonated and His-556 in its neutral state (proton at N), from now on labeled as PN; 

(ii) His-512 in its neutral state (proton at N) and His-556 protonated, from now on labeled as NP; 

(iii) both His-512 and His-556 fully protonated, from now on labeled as PP. The selection of the 

tautomeric states for neutral histidines was such that in the x-ray structure, the deprotonated 

nitrogen atoms pointed towards the active site. All remaining histidines were doubly protonated 

with exception of His-103, which is covalently bound to the FAD and was Nį-protonated. Two 

different substrate poses in the protein-substrate complex were generated: (i) Pose A: PDH 

alignment with P2O in complex with 3-fluoro-3-deoxy-D-glucose (PDB: 3PL8) [12]; (ii) Pose B: 

PDH alignment with P2O in complex with 2-fluoro-2-deoxy-D-glucose (PDB: 2IGO) [8] (Figure 

1B and C). In all systems, the sugar coordinates were grafted into the active site of PDH after 

superposition and the fluorine of the sugar was replaced by a hydroxyl group. The combination of 

three protonation states and two substrate poses led to the definition of six protein-substrate 

complex systems. In addition, the apo protein was simulated (system PDH) using protonation state 

PP and system GLC was prepared consisting of -D-glucose with coordinates taken from P2O-

PDB 2IGO [8]. Table 1 gives an overview of all simulated systems. 

 

Table 1: Overview of simulated systems. 

Code 
Protonation  

(His-512 / His-556) 
Ligand 

Water 
molecules 

Sodium 
ions 

Total number 
of atoms 

Runs 

GLCa  D-glucoseb 1,162 – 3,503 1 
PN_A + / 0 D-glucosec 13,202 5 45,289 2 
PN_B + / 0 D-glucoseb 13,212 5 45,319 2 
NP_A 0 / + D-glucosec 13,198 5 45,277 2 
NP_B 0 / + D-glucoseb 13,203 5 45,292 2 
PP_A + / + D-glucosec 13,770 4 45,244 2 
PP_B + / + D-glucoseb 13,210 4 45,313 4 
PDH + / + – 13,434 4 45,968 1 

aD-glucose free in solution  
bD-glucose coordinates according to PDB code 2IGO 
cD-glucose coordinates according to PDB code 3PL8 
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3.2.2  Simulation setup 

All MD simulations were carried out employing the GROMOS11 software package [14] with the 

53A6 force field [15]. His-103 and FAD were covalently bound to each other and their force field 

parameters and topologies were adapted accordingly. The four studied systems were energy-

minimized in vacuo using the steepest-descent algorithm: first, the sugar atoms were energy 

minimized with constrained PDH coordinates, and second, both the sugar- and the PDH atoms 

were energy minimized. Each energy-minimized system was placed into a periodic, pre-

equilibrated, and rectangular box of SPC water [16]. Minimum solute to box-wall and minimum 

solute to solvent distances were set to 0.8 and 0.23 nm, respectively. To relax unfavorable atom-

atom contacts between the solute and the solvent, energy minimization of the solvent was 

performed while keeping the solute positionally restrained using the steepest-descent algorithm. 

Finally, four to five water molecules that had the most favorable electrostatic potential for 

replacement by a positive ion were replaced by sodium ions to achieve electroneutrality in the 

protein systems. 

For the equilibration, the following protocol was used: initial velocities were randomly assigned 

according to a Maxwell-Boltzmann distribution at 50 K. All solute atoms were positionally 

restrained through a harmonic potential with a force constant of 2.5 × 104 kJ mol-1 nm-2 not to 

disrupt the initial conformation, and the systems were propagated for 20 ps. In each of the five 

subsequent 20 ps MD simulations, the positional restraints were reduced by one order of 

magnitude and the temperature was increased by 50 K. Subsequently, the positional restraints were 

removed, rototranslational constraints were introduced on all solute atoms [17], and the systems 

were further equilibrated each for 20 ps at 300 K. In the end, a simulation at a constant pressure 

of 1 atm was conducted for 300 ps. 

After equilibration, production runs of 10 ns at constant pressure (1 atm) and temperature (300 K) 

were carried out. Pressure and temperature were kept constant using the weak-coupling scheme 

[18] with coupling times of 0.5 and 0.1 ps, respectively. The isothermal compressibility was set to 

4.575 × 10-4 kJ-1 mol nm3, and two separate temperature baths were used for solute and solvent. 

The SHAKE algorithm was used to constrain bond lengths [19] allowing for 2-fs time-steps. 

Nonbonded interactions were calculated using a triple range scheme. Interactions within a short-

range cutoff of 0.8 nm were calculated at every time step from a pairlist that was updated every 

fifth step. At these points, interactions between 0.8 and 1.4 nm were also calculated explicitly and 

kept constant between updates. A reaction field [20] contribution was added to the electrostatic 

interactions and forces to account for a homogenous medium outside the long-range cutoff using 

a relative dielectric constant of 61 as appropriate for the SPC water model [21]. Coordinate- and 

energy trajectories were stored every 0.5 ps for subsequent analysis. 
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3.2.3  Conformational entropy calculations 

Conformational entropy calculations were performed according to the formulation of Schlitter 

[22]: 

 SSchlitter= 1
2

 kB ln det [1+ kBTe2ℏ2 M �] (1) 

where kB is Boltzmann’s constant, T the absolute temperature, e Euler’s number, ℏ Planck’s 
constant divided by 2, M the 3N-dimensional diagonal matrix containing the N atomic masses of 

the solute atoms for which the entropy is calculated, and � the covariance matrix of atom-positional 

fluctuations with the elements: 

 �ij = ሺxiۃ  − ሻ(xjۄxiۃ −  (2) ۄ(ۄxjۃ

where xi are the Cartesian coordinates of the atoms considered in the entropy calculation after a 

least-squares fit of the trajectory configurations using a particular subset of atoms. 

 

3.3 Results and discussion 

3.3.1  Structure of PDH 

During all 10 ns MD simulations involving the protein, the root-mean-square deviation (RMSD) 

of the backbone atoms with respect to their initial crystal structure conformation remain below 0.3 

nm, although for simulations NP_B, PP_A and PP_B the RMSD continues to rise, see 

Supplementary Content Figure S1. 

Nevertheless, the observed RMSD values are 

low for all systems and indicate a stable protein 

backbone for all 10 ns MD simulations. 

Secondary structure elements (DSSP) according 

to the Kabsch-Sander rules [23] for all 

simulations with PDH were assigned as a 

function of simulation time. Representative 

examples are compared in Supplementary 

Content Figure S2. Overall, the secondary 

structure elements are very well conserved 

during the simulations. The most prominent 

differences in DSSP between the different MD 

simulations can be observed for amino acid 

residues 500-512 comprising Tyr-510, Val-511, 

and His-512, which all directly interact with 

Figure 2: Root-mean-square fluctuations (RMSF) 
of the PDH backbone atoms. The RMSF values 
calculated from simulations PN_A, PN_B, NP_A, 
NP_B, PP_A, PP_B, were united according to the 
arithmetic mean (black curve) and compared to system 
PDH (green curve). RMSF values calculated from the 
crystal-structure B-factor values are depicted in red. 
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GLC. The MD simulation of PDH shows a mixture between the β-bridge and the β-strand for 

these residues. In the complexes, the most prevalent secondary structure element for this region is 

either the β-bridge in e.g. system PP_A, simulation 2 or the β-strand in e.g. system PP_A, 

simulation 1. The manually inserted GLC has either slightly destabilizing or stabilizing effects on 

the PDH binding site and a clear trend cannot be identified.  

Root-mean-square fluctuations (RMSF) of the PDH backbone were calculated over the 10 ns MD 

simulations (Figure 2, Supplementary Content Figure S3). As compared to the PDH run, all 

regions with high RMSF values for the complex simulations can be assigned to flexible solvent-

exposed regions of the protein: Gln-145 to His-155, Asp-180 to Asn-190, Leu-345 to Asn-350, 

Lys-408 to Ala-415, and Met-473 to Lys-477. Note that the simulated RMSF are in good qualitative 

agreement with the RMSF calculated from the crystal-structure B-factor values (Figure 2). 

 

3.3.2 Stability of the ligand, conformational entropies, and interaction 

energies 

To investigate the thermodynamics of GLC binding, Schlitter ligand conformational entropies

were calculated (Table 2). When fitted to GLC, for the complexes are lower 

compared to GLC simulated in water, indicating a loss of conformational entropy for GLC upon 

protein binding. The loss of conformational entropy upon binding is more pronounced for 

simulations PN_B and PP_A suggesting a more stable nature. 

 

Table 2: Thermodynamics of binding between GLC and PDH in complex A and complex B. Schlitter L

Schlitter
S  

ligand conformational entropies and average ligand-surrounding electrostatic SL

ES
V

  as well as average ligand-

surrounding van der Waals SL

vdW
V

  interaction energies are reported as averages over individual simulation runs. 

System 
SSchlitter

L a,b SSchlitter
L b,c ۃVES

L-Sۄd ۃVVdW
L-S  dۄ

J mol-1 K-1 kJ mol-1 
GLC – 318 -285 ± 1 -9.5 ± 0.2 

PN_A 430 ± 8 241 ± 17 -265 ± 4 -47 ± 1 
PN_B 344 ± 35 211 ± 25 -215 ± 3 -73 ± 1 
NP_A 412 ±15 243 ± 4 -254 ± 3 -53 ± 1 
NP_B 413 ± 37 249 ± 21 -288 ± 6 -47 ± 1 
PP_A 340 ± 5 213 ± 6 -267 ± 2 -58 ± 1 
PP_B 417 ± 37 253 ± 27 -253 ± 3 -57 ± 1 

aCalculation performed after a rototranslational fit on the protein backbone atoms 
bError estimates calculated as standard deviations between individual simulations 
cCalculation performed after a rototranslational fit on D-glucose 
dError estimates calculated from block averaging [28] over individual runs and error propagation 

L

Schlitter
S

L

Schlitter
S
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In order to monitor the stability of GLC in the MD simulations of complex A and complex B, the 

root-mean-square deviation (RMSD) of the ligand was calculated with respect to its initial position 

after a translational and rotational fit of the protein backbone (Supplementary Content Figure 

S4). The RMSD for GLC involving protonation states NP and PP remains predominantly below 

0.25 nm. Larger deviations are observed for the PN protonation state and to some extent 

simulations PP_B. To ensure that the increased mobility of GLC that was observed in these 

simulations was reproducible, two additional PP_B simulations were performed compared to the 

other systems, leading to very similar substrate mobility.  

The values of  that were obtained after a conformational fit on the protein backbone (second 

column in Table 2), do not only contain the conformational entropy, but also include the 

translational and rotational freedom of the substrate in the active site. Strikingly, these values 

confirm the stability of the substrate in systems PP_A, but also suggest a large structural stability 

for system PN_B. This suggests for the latter system that a stable pose was sampled, which was 

shifted by approximately 0.35 – 0.45 nm with respect to the initial structure. 

The average electrostatic and van der Waals ligand-surrounding interaction energies of GLC in 

water and in the complex simulations are also listed in Table 2. The binding energies reveal that 

shape complementarity through nonpolar van der Waals interactions is the main driving force for 

GLC binding to PDH. This finding corroborates the experimentally observed promiscuity of the 

enzyme for a number of different sugar substrates [5]. In contrast, electrostatic contributions to 

binding between GLC and PDH are mostly unfavorable as indicated by higher average ligand-

protein electrostatic interaction energies in complex A and complex B when compared to free 

GLC. However, electrostatics is still important for proper GLC orientation in the active site as 

indicated by the presence of different H-bonds in both complexes that will be discussed in detail 

in the subsequent section. A similar behavior was observed for the inhibition of extremely 

promiscuous cytochrome P450 enzymes [24,25]. Strikingly, the most favorable van der Waals 

interaction energies correlate with the least favorable electrostatic interaction energies for system 

PN_B, for which a shift in position was previously deduced. Further, the electrostatic interaction 

energies seem very comparable in size for the fully protonated systems (PP) and the singly 

protonated systems (PN, NP). 

 

3.3.3 Important interactions between PDH and GLC 

For the closely related GMC enzyme P2O, the reaction mechanism of the reductive half reaction 

involving a hydride transfer from atom C2 (GLC) to atom N5 (FAD) has been experimentally 

confirmed [26]. In order for such a hydride transfer to occur, the respective HC atom of GLC 

needs to be in the vicinity of the N5 atom of FAD. Therefore, the distances between atoms HC1-

HC4 (GLC) and atom N5 (FAD) were monitored during the MD simulations of the complexes. 

Because GROMOS applies a united atom approach for methylidyne groups, virtual H-atoms were 

L

Schlitter
S
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introduced to calculate the distance between the respective H-atom and N5. Figure 3 shows the 

distance distributions for the simulations. For complex A, the HC2-N5 distance is consistently the 

shortest and below a postulated cutoff of 0.3 nm in 15, 24 and 85% of the time in systems PN_A, 

NP_A and PP_A, respectively. The distance HC4-N5 is shorter than 0.3 nm for short periods of 

time as well, while the distance for neither HC1-N5 nor HC3-N5 is ever below 0.3 nm. We 

therefore conclude that GLC oriented according to pose A will be most likely oxidized at the C2 

position. Put differently, pose A represents the C2 oxidation mode of GLC with respect to the N5 

atom of the FAD. For pose B, the HC3-N5 distance distribution is the shortest and is below the 

chosen 0.3 nm cutoff in 88, 14 and 22% of the time in simulations PN_B, NP, B and PP_B, 

respectively. The HC1-N5 distance also drops below this cutoff occasionally, while none of the 

other hydrogen atoms are close enough to the N5 atom of FAD for a hydride transfer to occur.  

Therefore, we conclude that GLC oriented according to pose B represents the C3 oxidation mode 

of GLC. 

 

 

Figure 3: Normalized distance distributions between HC-atoms of D-glucose and the N5 atom of FAD over the 
combined PN_A, PN_B, NP_A, NP_B, PP_A, PP_B simulations. Coloring scheme: HC1-N5 (black), 
HC2-N5 (red), HC3-N5 (orange), HC4-N5 (blue). 
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The presence of hydrogen bonds was monitored utilizing a geometric criterion. A hydrogen bond 

was considered to be present if the hydrogen-acceptor distance was lower than 0.25 nm and the 

donor-hydrogen-acceptor angle was larger than 135°. Hydrogen bonds between PDH and GLC 

were monitored (Table 3 and Figure 4). 

 

Table 3: Occurrence of H-bonds between GLC and PDH, complex A, or complex B, averaged over all 
simulations. In brackets, the interacting atoms in GLC are indicated. 

ID Partner PN_A (%) PN_B (%) NP_A (%) NP_B (%) PP_A (%) PP_B (%) 
1 Ser-64 12 (O6)     22 (O1) 
2 Gly-105 40 (O3)      
3 Gly-359 13 (O4)      
4 Gln-392 21 (O2) 108 (O1/O5) 23 (O2) 24 (O2) 20 (O4) 30 (O1/O2) 
5 Tyr-510 87 (O1/O2)  19 (O1)   33 (O3/O4) 
6 Val-511  101 (O1/O2/O3)   181 (O1/O6) 29 (O3/O4) 
7 His-512   32 (O1) 15 (O3)   
8 His-556  99 (O1/O2)  31 (O3)   
9 FAD 26 (O3)  31 (O2) 43 (O2/O3)  11 (O4) 
 Total 199 308 105 113 201 125 

 

 

 

Figure 4: Two representative snapshots from MD trajectories of complex A (A) and complex B (B). The hydrogen 
bond network between D-glucose and amino acids involved in hydrogen bonding in either of the two complexes is 
shown. Hydrogen bonds are labeled according to their ID in Table 3. For clarity, hydrogen bonds with an occurrence 
below 15% are omitted. Coloring scheme as in Figure 1. 

 

The largest amount of overall substrate-protein hydrogen bonds is observed for system PN_B, 

which was previously seen to have the largest loss of conformational entropy, the least favorable 

electrostatic interaction energy and the most favorable van der Waals interaction energy. It forms 

prominent hydrogen bonds with the sidechain of Gln-392, the backbone of Val-511 and the 

sidechain of His-556. Residues Gln-392 and Val-511 are involved in (partially very strong) 
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hydrogen bond interactions in the other systems as well. After system PN_B, systems PN_A and 

PP_A show the largest amount of hydrogen bonds. While this is due to a very strong interaction 

with the backbone of Val-511 for system PP_A, it is the result of a larger amount of shorter-lived 

hydrogen bonds for PN_A. This is again in agreement with the observed Schlitter entropies in 

Table 2; in system PP_A a single conformation is sampled, resulting in low entropy values, while 

system PN_A samples the active site more extensively, leading to higher entropy estimates. The 

versatile hydrogen-bonding pattern of systems PN_A, NP_A, NP_B and PP_B indicates once 

more the versatility of PDH in forming favorable interactions with different sugars.  

A more detailed analysis of the observed hydrogen bonds offers an explanation for the 

experimental observation that the C2 product is not formed for the substrate methyl-α-D-

glucopyranoside [27]. The methyl group at the O1 atom of the substrate removes the hydrogen 

bond donating capacity of this group. This reduces the total number of hydrogen bonds for systems 

PN_A, NP_A and PP_A by 63, 50 and 98%, respectively, and for systems PN_B, NP_B and PP_B 

by 46, 0, and 34%. Clearly, a loss of the hydrogen bond donating capacity of O1 in GLC destabilizes 

the C2 binding mode and leads only to C3 oxidation of methyl-α-D-glucopyranoside. 

In the reaction mechanism elucidated for C2 oxidation by P2O, a general base initially abstracts 

the C2-OH proton of GLC. In a second step, the protonated His-548 stabilizes the appearing 

alkoxide intermediate at C2-O– and acts as the catalytic residue [26]. In contrast, PDH exhibits two 

histidines in the active site (His-512 and His-556). Therefore, we calculated the distance 

distributions from the Nį or Nİ atoms (whichever was closer) of His-512 and His-556 to atoms 

O2 or O3 of GLC in pose A and pose B, respectively (Figure 5). Again using a cutoff of 0.3 nm, 

it seems that both histidines can be positioned close enough to the hydroxyl groups to stabilize the 

deprotonation of the substrate. In systems PP_A and PP_B, the histidines both carry a positive 

charge and likely repel each other, leading to a more distinct preference for His-556 in pose A and 

for His-512 in pose B. Hydrogen bonds were observed between His-512 and His-556 in 35, 86, 78 

and 68% of the time for systems PN_A, PN_B, NP_A and NP_B, respectively. Being connected 

through hydrogen bonds, the exact protonation state is likely to interconvert quite easily. 

Accordingly, for these systems, both histidine residues are able to interact with the GLC hydroxyl 

groups (Figure 5). Potentially, this offers another explanation for the substrate promiscuity of 

PDH. The ability of both histidines to take on the role of the catalytic base increases the versatility 

of the enzyme. In the system for which the GLC seems most stably anchored (PN_B), His-512 

seems more likely to play the role of the catalytic residue. On the other hand, His-556 is involved 

in a stronger hydrogen bond interaction with the substrate. To a lesser extent, the opposite 

behavior is observed in system NP_A; although His-512 shows some hydrogen bonding with the 

substrate, His-556 comes slightly closer to atom O2, although a catalytic activity of His-512 cannot 

be excluded. Overall, we can conclude that His-512 samples distances that are in agreement with a 

catalytic function in all systems except for PP_A. His-556 is involved in more hydrogen bonds, but 

samples slightly less distances that are in agreement with a catalytic function. This observation is in 

agreement with the role of the two active site histidines His-502 and His-546 in aryl-alcohol oxidase 
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(AAO, PDB: 3FIM) [29], the structurally most similar GMC member to PDH [6]. In AAO, His-

502 (corresponding to His-512 in PDH) plays a key role in the reductive half reaction acting as the 

catalytic base, whereas His-546 (corresponding to His-556 in PDH) has a more modest role, by 

correctly positioning the substrate through H-bonds during the reductive half reaction [29]. 

 

 

Figure 5: Normalized distributions of the shortest distance between N or N of His-512 (black) and His-556 
(red) and D-glucose atom O2 in complex A (PN_A, NP_A, PP_A) and atom O3 in complex B (PN_B, 
NP_B, PP_B) in the combined simulations.  

 

To conclude, Figure 6 illustrates the proposed reaction mechanism of the first half reaction, 

corresponding to C2 and C3 oxidation of GLC. The two experimentally observed oxidation sites, 

corresponding to poses A and B in the simulations, can undergo deprotonation and subsequent 

stabilization involving both His-512 and His-556, as indicated in this figure. 
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Figure 6: Proposed reaction mechanism for D-glucose oxidation at C2 in pose A (A) and at C3 in pose B (B). 
Both His-512 and His-556 can act as catalytic bases, with a slight preference for His-556 in the case of C2-
oxidation (pose A) and for His-512 for C3-oxidation (pose B). The two suggested schemes are in agreement with 
the reaction mechanism of the reductive half-reaction of the structurally related P2O [26]. 

 

3.4 Conclusion 

Extensive molecular dynamics simulations were performed to address the observed dioxidation of 

D-glucose at positions C2 and C3 by pyranose dehydrogenase as well as its promiscuous nature 

towards many different sugar substrates. RMSF analysis revealed good agreement between 

simulated and experimentally derived RMSF values. In addition, DSSP diagrams and RMSD values 

point toward a stable protein and GLC in all simulated systems providing additional confidence in 

the performed simulations. 

To investigate the thermodynamics of GLC binding, the conformational entropies of GLC were 

calculated. Compared to GLC freely simulated in water, a loss of conformational entropy revealed 

an entropically unfavorable contribution to GLC binding for both complexes. Analysis of binding 

energies revealed that shape complementarity through nonpolar van der Waals interactions 

represents the main driving force for GLC binding, thereby corroborating the experimentally 

observed promiscuity of PDH. In contrast, electrostatic interactions were slightly unfavorable for 

GLC binding but they were still found to be important for proper GLC orientation within the 

active site through the hydrogen-bonding patterns that are observed. 

A detailed hydrogen bond analysis offered an explanation for the absence of C2 product for the 

substrate methyl-α-D-glucopyranoside [27]: the methyl group at the O1 atom in this substrates 

prevents the donation of hydrogen bonds, which destabilizes the GLC C2 oxidation pose. 

Consequently, only pose B and the corresponding C3 oxidation product of GLC occurs.  

Analysis of the distance distributions between GLC and active site histidines or the reactive N5 

atom of FAD revealed insights into the proposed reaction mechanism. For pose A, the distances 



Chapter 3 

43 

between HC2 (GLC) and N5 (FAD) were smallest and in agreement with a possible hydride 

transfer reaction. Based on the distances between the N-atoms in histidines 512 and 556 and the 

O2 atom in GLC, a slight preference for His-556 as the catalytic residue was observed, although 

His-512 could easily take over this function. For complex B, the distance between HC3 (GLC) and 

N5 (FAD) were smallest and a slight preference for His-512 as the catalytic residue was observed. 

These findings suggest that complex A represents the C2-oxidation mode, while complex B 

represents the C3-oxidation mode. The versatility of the enzyme is possibly enhanced by the 

presence of two histidine residues in the active site, which can both take on the role of the catalytic 

residue. To conclude, our data suggests a similar reaction mechanism previously reported for P2O 

[26]: oxidation of either C2 or C3 of GLC is accomplished through a proton abstraction by a 

general base and transition state stabilization by the active site His-556 or His-512, followed by a 

hydride transfer to atom N5 of FAD.  

In summary, the promiscuity of PDH with respect to other GMC oxidoreductases can be attributed 

to various effects. Not only does PDH catalyze both C2 and C3 oxidation of GLC, while P2O only 

catalyzes C2 oxidation, PDH is also characterized by oxidation of a wide range of different 

carbohydrates. First, the active site offers various hydrogen bonding possibilities, such that 

alternative substrates or poses can be expected to find favorable interactions as well. Second, the 

actual binding is governed mostly by non-specific van der Waals interactions, allowing for the 

binding of many different substrates. Third, the presence of two active site histidines expands the 

versatility from the binding to the catalytic process itself. The P2O enzyme does not only have a 

substrate loop, increasing the selectivity through specific interactions, it also lacks the second 

histidine residue observed in PDH. 

As a final note, our work suggests various experiments that will be performed in the near future to 

characterize the function of several active site residues. Obviously, site directed mutagenesis on 

His-512 and His-556 may confirm our hypothesis that both residues may have a catalytic role. 

Further, based on the observed hydrogen bonding patterns, we suggest mutating Gln-392, Tyr-510 

and Val-511, as these may influence the preferred product formation. Even though the interactions 

with Val-511 are through its backbone, a mutation to a more bulky, hydrophobic residue should 

be able to disrupt the observed hydrogen bonds. These findings indicate that MD simulations are 

indeed developing towards a standard tool from which experimentalists can draw ideas for new 

investigations. 
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3.6 Supplementary material 

 

 

Supplementary Figure S1: Root-mean-square deviation (RMSD) of the backbone during the 10 ns MD 
simulations of systems PN_A, PN_B, NP_A, NP_B, PP_A, PP_B and PDH. Coloring scheme: run 1 
(black), run 2 (red), run 3 (green), run 4 (blue). 
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PDH 

 
PP_A, run 1 

 
PP_A, run 2 

Supplementary Figure S2: Secondary structure elements (DSSP) classification as a function of time for 
selected simulations. 
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Supplementary Figure S3: Atom-positional root-mean-square fluctuations (RMSF) for the individual 
simulations. The average of the simulation curves yields the curve in figure 2 of the main manuscript. The B-factors 
are indicated with a thicker green curve. 
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Supplementary Figure S4: Distributions of the atom-positional root-mean-square deviation (RMSD) of D-
glucose after a translational fit of the protein backbone with respect to the initial structure during the 10 ns MD 
simulations.  
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Abstract 

The flavoenzyme pyranose dehydrogenase (PDH) from the litter decomposing fungus Agaricus 

meleagris oxidizes many different carbohydrates occurring during lignin degradation. This 

promiscuous substrate specificity makes PDH a promising catalyst for bioelectrochemical 

applications. A generalized approach to simulate all 32 possible aldohexopyranoses in the course 

of one or a few molecular dynamics (MD) simulations is reported. Free energy calculations 

according to the one-step perturbation (OSP) method revealed the solvation free energies (ΔGsolv) 

of all 32 aldohexopyranoses in water, which have not yet been reported in the literature. The free 

energy difference between β- and Ư-anomers (ΔGβ-Ư) of all D-stereoisomers in water were compared 

to experimental values with a good agreement. Moreover, the free-energy differences (ΔG) of the 

32 stereoisomers bound to PDH in two different poses were calculated from MD simulations. The 

relative binding free energies (ΔΔGbind) were calculated and, where available, compared to 

experimental values, approximated from Km values. The agreement was very good for one of the 

poses, in which the sugars are positioned in the active site for oxidation at C1 or C2. Distance 

analysis between hydrogens of the monosaccharide and the reactive N5-atom of the flavin adenine 

dinucleotide (FAD) revealed that oxidation is possible at HC1 or HC2 for pose A, and at HC3 or 

HC4 for pose B. Experimentally detected oxidation products could be rationalized for the majority 

of monosaccharides by combining ΔΔGbind and a reweighted distance analysis. Furthermore, 

several oxidation products were predicted for sugars that have not yet been tested experimentally, 

directing further analyses. This study rationalizes the relationship between binding free energies 

and substrate promiscuity in PDH, providing novel insights for its applicability in 

bioelectrochemistry. The results suggest that a similar approach could be applied to study 

promiscuity of other enzymes. 
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4.1 Introduction 

Generally, enzymes are perceived as being specific for both their substrates and the reactions they 

catalyze [1]. Deviations from such behavior are often seen as unwanted side effects or even errors 

in the biological function of the enzyme that come at an additional energetic cost for the organism. 

Although this feature has long been recognized to be useful in other contexts, for example in the 

recognition of multiple antigens by the same germline antibody [2–4], such enzymes are often 

characterized by poor overall catalytic efficiencies and termed promiscuous. Starting in 1976, this 

paradigm started to shift when Jensen drew a link between promiscuity and protein evolution [5]. 

He hypothesized that the first enzymes had very broad substrate specificities that evolved to more 

specialized forms via duplication, mutation, and selection of the corresponding genes. This was 

corroborated by later studies that investigated the evolutionary implications of promiscuity such as 

the adaption of enzymes towards novel xenobiotics, e.g. halogenated compounds or antibiotics, in 

the course of a few decades [6,7]. Although systematic screens for promiscuous enzyme functions 

are not feasible because of the vast number of possible different substrates and reactions, there are 

many indications and examples that promiscuity is rather the rule than the exception [6]. Especially 

in the past two decades, enzyme promiscuity received considerable attention, and enzymes that can 

take over the function of related enzymes in an organism via their promiscuous activities have been 

extensively investigated [8–10]. These studies suggest that metabolic pathways are intertwined in 

many unexpected ways, which ultimately gives the organism a higher survival potential under 

changing environmental conditions. Regulation of such metabolic pathways as well as promiscuity 

itself at the gene-, transcript-, protein-, and localization-level and the associated reaction conditions 

are other thriving research areas [1,11]. Moreover, promiscuity is often observed for close 

homologs in protein families and distant homologs within superfamilies [11]. Individual family 

members have frequently evolved from a common ancestor through gene duplication and 

subsequent specialization. These members share the same fold and catalytic strategy, and 

consequently the main activity of one family member is often found as the promiscuous activity of 

another family member. Nobeli and coworkers refer to this phenomenon as ‘family’ promiscuity 
as opposed to ‘individual’ or ‘pure’ promiscuity, which is associated to multiple functions of a single 
enzyme [11]. The molecular mechanisms underlying promiscuity are manifold, including post-

translational modifications, multiple domains, oligomeric states, protein flexibility, partial 

recognition, multiple interaction sites or a single site with diverse interacting residues, allosteric 

interactions, flexibility as well as size and complexity of the interaction partner, chemical scaffolds, 

and protonation states of active site residues [6,11,12]. Hydrophobic interactions, diverse hydrogen 

bonding, flexibility, and nonpolar van der Waals interactions combined with negligible 

electrostatics were found to be the main driving forces for promiscuity [11,13–15]. Consequently, 

understanding the molecular mechanisms and energetics leading to enzyme promiscuity is a 

valuable asset in the field of protein design and engineering as well as drug development, and 

therefore they have been investigated extensively [1,16]. In view of various causes and effects 

involving promiscuity, it is not surprising that the definition of the term is not exact and 



Ligand Promiscuity of PDH 

54 

combinations of different definitions occur [1,6,11,16,17]. In this article, the term ‘promiscuity’ is 
used in the context of relaxed substrate specificity [1,18] in order to perform similar chemical 

reactions on related substrates [17]. 

A prototypical example of ‘family’ promiscuity [11] can be found in the structural family of GMC 

oxidoreductases, named after three representatives utilizing either glucose, methanol, or choline as 

their substrate [19]. Although the four initially characterized GMC family members share only 

between 23 and 32 % sequence similarity and possess diverse catalytic activities with a wide range 

of substrate specificity, they share the same overall architecture and catalyze a similar chemical 

reaction, the oxidation of an alcohol moiety. Cavener speculates about an ancestral protein of this 

family that could bind to many different substrates [19], which it converted with low catalytic 

efficiencies while mutations paved the way for high specificities towards the individual substrates. 

A more recent addition to the GMC oxidoreductase family is the glycosylated enzyme pyranose 

dehydrogenase (PDH, EC 1.1.99.29), reacting with many different carbohydrates. It contains a 

monocovalently bound flavin adenine dinucleotide (FAD) and has a mass of approximately 65 

kDa. Although PDHs from other sources with similar biochemical properties have been studied 

[20–22], the enzyme from Agaricus meleagris has been characterized most extensively so far: a wealth 

of biochemical data [13,23–25] and a high-resolution X-ray structure with PDB code 4H7U [26] 

are readily available. To date, its exact physiological role is unknown. However, because of the 

natural habitat of Agaricus meleagris on lignocellulose-rich forest litter and PDH’s reactivity with a 
multitude of different carbohydrates found during lignin degradation, PDH is most likely involved 

in lignocellulose breakdown [25]. Compared to other GMC oxidoreductases, it oxidizes many 

different aldoses and ketoses in pyranose form as well as heteroglycosides, glucooligosaccharides, 

sucrose, and lactose, which can be (di)oxidized at C1–C4. A comprehensive list of its impressively 

broad substrate spectrum can be found in the paper of Sedmera and coworkers [27] and an updated 

version in the review of Peterbauer and Volc [25]. The reactivity towards many different 

carbohydrate-substrates makes PDH a very interesting enzyme to study in the context of substrate-

promiscuity. In this manuscript, we investigate computationally the promiscuous nature of PDH 

towards the pyranose form of monosaccharides that are turned over by the enzyme. All 32 possible 

combinations of Ư- and β-anomers as well as D- and L-stereoisomers of glucose, mannose, 

galactose, talose, allose, altrose, gulose, and idose will be considered. 

Molecular dynamics (MD) simulations of PDH were applied to study the interactions with the 

monosaccharides described above. The aim of this study was to gain a deeper understanding of the 

promiscuous nature of PDH towards monosaccharides. This involved a generalized approach of 

extensive MD simulations and free energy calculations using the one-step perturbation (OSP) 

method [28,29] to calculate monosaccharide binding and solvation. The OSP method is an efficient 

means to obtain free-energy differences of similar molecules from a simulation of a carefully 

designed reference molecule for which the sampling is such that configurations are sampled that 

are representative of the molecules or states in which one is interested. In the past, OSP has 

successfully been applied to reproduce and predict binding free energies of a series of compounds 



Chapter 4 

55 

to a common receptor [29,30], to study the stereoselective binding of substrates to a promiscuous 

enzyme [31,32], to study conformational preferences of molecules that show slow transitions in 

regular simulations [33,34] or the effect of changes in force-field parameters on conformational 

equilibria [35,36]. 

In the current work, we investigate (i) the solvation free energies of the 32 above-mentioned 

monosaccharides in water; (ii) the free energy differences of the β/Ư-anomers of the D-

stereoisomers in water; (iii) the relative binding free energies for all monosaccharides and (iv) the 

occurrence of reactive poses for all monosaccharides. Where experimental data were available, 

comparisons were made and good to excellent agreements were observed. Furthermore, our work 

offers predictions of properties that have not yet been described experimentally. 

 

4.2 Methods 

4.2.1 Preparation of initial structures 

The structure preparations were essentially performed as reported previously [13]. In short, a 

preliminary version of the 1.6 Å resolution X-ray structure of PDH (PDB code 4H7U) served as 

starting point [26]. The covalent monoatomic oxygen species at C(4a), which is most likely an X-

ray artifact, was removed. As a glycoprotein, the structure of PDH comprised covalently attached 

sugar moieties at surface residues Asn-75 and Asn-294. The influence of these glycosylated residues 

on the active site is expected to be negligible and consequently the glycan structures were removed. 

A PO4
3- ion at the surface, which is most likely a crystallization buffer artifact, was removed as well. 

The amino and carboxy termini were charged; all arginines, cysteines and lysines were protonated, 

and all aspartates and glutamates were deprotonated. In our previous study, we propose that PDH 

oxidizes its sugar substrate via a general base proton abstraction [13], which requires one of the two 

active site histidines (His-512 and His-556) being neutrally charged. The most stable protonation 

state fulfilling this requirement was obtained when His-512 was fully protonated and His-556 was 

in its neutral state (proton at NƳ). The selection of the tautomeric state for the neutral His-556 was 

such that in the X-ray structure its deprotonated nitrogen atom pointed towards the active site. 

The remaining histidines were doubly protonated, except for His-103, which is covalently attached 

to the FAD and was protonated at NƲ. No structure of PDH comprising a monosaccharide-

substrate in the active site was available at commencement of this work. Therefore, PDH and the 

closely related GMC oxidoreductase pyranose 2-oxidase (P2O, EC 1.1.3.10) were superimposed 

with an atom-positional root-mean-square deviation (RMSD) of 0.13 nm for all heavy atoms of 

their sugar-binding sites. Two different P2O structures were used, in which the bound sugar 

roughly differs in a 180° rotation around the axis going through C2 and C5 of the tetrahydropyrane 

ring to allow for (di)oxidations at all possible sites (C1–C4). Superposition of PDH and P2O in 

complex with 3-fluoro-3-deoxy-β-D-glucose (PDB: 3PL8) [37] yielded pose A (Figure 1A), 
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whereas pose B (Figure 1B) was obtained by aligning PDH with P2O in complex with 2-fluoro-

2-deoxy-β-D-glucose (PDB: 2IGO) [38].  

 

 

Figure 1: Active site of pyranose dehydrogenase (PDH; PDB code 4H7U) from Agaricus meleagris with 
bound sugar (SUG; here Ƣ-D-glucose). To transfer the sugar coordinates from pyranose 2-oxidase (P2O) from 
Trametes multicolor into PDH, the X-ray structures of both enzymes were first superimposed. The Ƣ-D-glucose 
coordinates from the P2O structures with PDB codes (A) 3PL8 – termed pose A – or (B) 2IGO – termed pose 
B – were grafted into PDH. Atom-coloring scheme: carbon (beige, protein; yellow, FAD; white, ligand), nitrogen 
(blue), and oxygen (red). The figure was generated using PyMOL (http://www.pymol.org/). 

 

After grafting the monosaccharide coordinates into PDH’s active site, the fluorine of the sugar was 
replaced by a hydroxyl group. This procedure ultimately yielded system PDH-SUG, with the 

monosaccharide bound to PDH according to pose A or pose B. For simulations of sugar without 

PDH, the coordinates of β-D-glucose from P2O-PDB 2IGO [38] were used. For the description 

of the interactions with the sugar, a united atom force field was used. Chirality around CH-groups 

in such a force field is enforced through an improper dihedral potential energy term. In order to 

allow transitions between equatorial and axial positions of the attached hydroxyl groups and to 

sample all 32 possible monosaccharides in a single MD simulation, following changes were made 

to the topology of β-D-glucose, following suggestions in references [28] and [31] as indicated in 

Figure 2: 

 

 

 

http://www.pymol.org/
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(a) Improper dihedral angle interactions at C1–C5 were turned off (Figure 2A) – leading to model 

SUGa. 

(b) In addition to (a), the proper dihedral force constants (kФ) for the ring torsional dihedral angles 

were lowered according to the coloring scheme in Figure 2B – leading to model SUGab. 

(c) In addition to (a) and (b), the bond angle bending force constants (kθ) for the bond angles 

surrounding all ring atoms (C1–C5 and O) were lowered according to the coloring scheme in 

Figure 2C – leading to model SUGabc. 

 

 

Figure 2: Modifications made to the topology of system SUG (also refer to Supplementary Data). (A) System 

SUGa: improper dihedrals (ID) at stereocenters C1–C5 were turned off. Numbers indicate the name of the C-atom 

and the ID-position within the 5-digit ID code in Table 1 and Table 3. Colors are in agreement with the coloring 
schemes in Figures 5-7: green (C1, ID1), yellow (C2, ID2), red (C3, ID3), blue (C4, ID4), and black (C5, 

ID5). (B) System SUGab: in addition to system SUGa, proper dihedral force constants (kФ) for the ring torsional 
dihedral angles were lowered according to the following coloring scheme: blue (two force constants from 2.09 to 0.418 
kJ mol-1 and one from 5.92 to 1.05 kJ mol-1), red (one force constant from 5.92 to 1.05 kJ mol-1), and yellow (two 

force constants from 3.77 to 1.05 kJ mol-1). (C) System SUGabc: in addition to system SUGab, bond angle bending 
force constants (kθ) for the bond angles surrounding the ring atoms (C1–C5 and O) were lowered according to 
following coloring scheme: blue (one bond angle from 380 to 285 kJ mol-1), red (two bond angles from 320 to 285 
kJ mol-1), yellow (three bond angles from 320 to 285 kJ mol-1). 

 

The building block and the changes made to the β-D-glucose topology to define the three reference 

molecules are further detailed in the supplementary material (Supplementary Table S1). 

 

4.2.2 Simulation setup 

MD simulations were conducted using the GROMOS 11 software package [39] employing the 

53A6 force field [40]. In this parameter set, carbohydrates are described according to the parameter 

set of [41], and the topology of β-D-glucose is given in the supplementary material. Note that the 

GROMOS force field is a united atom force field, which is crucial for the modifications of the 

sugar interactions described in the previous section. His-103 and FAD were covalently attached to 

each other and their topologies and force field parameters were adapted accordingly. All systems 
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were energy-minimized in vacuo employing the steepest-descent algorithm: for the PDH-SUG 

complexes, the sugar atoms were energy-minimized with constrained PDH coordinates after which 

both SUG and PDH atoms were energy-minimized. A 1-µs stochastic dynamics (SD) simulation 

of SUG in vacuum was performed, referred to as SUGvac, for which the energy-minimized structure 

of SUG was used. For MD simulations of SUG and the complex PDH-SUG in water (SUGwater 

and PDH-SUG, respectively) the structures were placed into a rectangular, periodic, and pre-

equilibrated box of SPC water [42]. All water molecules within 0.23 nm of any solute atom were 

removed from the box and a minimum solute to box-wall distance of 0.8 nm was enforced. In 

order to relax unfavorable atom-atom contacts between the solute and the solvent, energy-

minimization of the solvent was performed while keeping the solute positionally restrained using 

the steepest-descent algorithm. Finally, five water molecules with the most favorable electrostatic 

potential for replacement by a positive ion were substituted with sodium ions to achieve 

electroneutrality in systems PDH-SUG. 

The following protocol was used to thermalize and equilibrate the system: initial velocities were 

randomly assigned according to a Maxwell-Boltzmann distribution at 50 K. All solute atoms were 

positionally restrained through a harmonic potential energy term with a force constant of 2.5 × 104 

kJ mol-1 nm-2 in order not to disrupt the initial conformation, and the systems were propagated for 

20 ps. In five subsequent 20 ps MD simulations, the positional restraints were reduced by one 

order of magnitude and the temperature was increased by 50 K. Subsequently, the positional 

restraints were removed, roto-translational constraints introduced on all solute atoms [43], and the 

systems were further equilibrated, each for 20 ps at 300 K. Finally, an equilibration at a constant 

pressure of 1 atm was conducted for 300 ps. 

After equilibration, production runs at constant pressure (1 atm) and temperature (300 K) were 

performed. For the SUGwater systems, one production run of 100 ns was performed. For the PDH-

SUG systems, each with SUGa, SUGab, or SUGabc bound according to pose A or pose B, two 

independent 50 ns production runs (termed md1 and md2) were conducted, leading to a total of 

12 independent PDH-SUG simulations. Pressure and temperature were kept constant using the 

weak-coupling scheme [44] with coupling times of 0.5 and 0.1 ps, respectively. The isothermal 

compressibility was set to 4.575 × 10-4 kJ-1 mol nm3, and two separate temperature baths were used 

for solute and solvent. The SHAKE algorithm was applied to constrain all solute bond lengths [45] 

as well as the solvent geometry in simulation SUGwater. Because of simulation efficiency, the 

SETTLE algorithm was applied to constrain solvent geometry [46] in system PDH-SUG. In all 

cases, constraining the bond lengths allowed for 2-fs time-steps. Nonbonded interactions were 

calculated according to a triple range scheme. Interactions within a short-range cutoff of 0.8 nm 

were calculated at every time-step from a pair list that was updated every fifth step. At these points, 

interactions between 0.8 and 1.4 nm were also calculated explicitly and kept constant between 

updates. A reaction field [47] contribution was added to the electrostatic interactions and forces to 

account for a homogenous medium outside the long-range cutoff using a relative dielectric constant 
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of 61 as appropriate for the SPC water model [48]. Coordinate and energy trajectories were stored 

every 0.5 ps for subsequent analysis. 

 

4.2.3 Free energy calculations 

The one-step perturbation (OSP) method relies on the application of Zwanzig’s perturbation 
formula which is exact in the limit of infinite sampling [49]. In practice, the free-energy difference 

between a possibly unphysical reference molecule represented by Hamiltonian HR and a physically 

relevant compound represented by Hamiltonian HA is accurately estimated if a simulation of the 

reference molecule samples a sufficiently high number of configurations relevant for the real 

compound. In those cases the free energy can efficiently be calculated using 

ΔGAR = -kBT ln ۃe-(HA - HR)/kBTۄR    (1) 

where the angular brackets ۄ ۃR indicate an ensemble average computed from the simulation of the 

reference state and kBT represents Boltzmann’s constant multiplied by the absolute temperature. 
Since only the energy difference HA - HR appears in the exponential, only the few energy terms 

that are different between the compounds need to be re-evaluated over the real compounds, here 

involving only the covalent interactions indicated in Figure 2. 

The free energy differences ΔGAR can subsequently be used to estimate various physically relevant 

free energy differences, such as the solvation free energies, relative to the reference state 

ΔΔGsolv,AR = ΔGARሺwaterሻ - ΔGARሺvacuumሻ   (2) 

The free energy difference between Ư- and β-anomers of specific sugars can be computed as 

ΔΔGβ-Ưሺwaterሻ = ΔGƯRሺwaterሻ - ΔGβRሺwaterሻ   (3) 

where the subscripts Ư and β refer to the Ư- and β-anomers of a single monosaccharide. The binding 

free energy relative to the reference compound is calculated as 

ΔΔGbind,AR = ΔGARሺPDH˗SUGሻ - ΔGARሺwaterሻ   (4) 

and relative to another compound as 

ΔΔGbind,AB = ΔΔGbind,AR - ΔΔGbind,BR   (5) 

One limitation of the OSP approach is the fact that most simulation effort is spent on unphysical 

reference molecules, reducing the direct insight into the structure and dynamics of the real 

compounds. However, the ensemble average of any property Q for the real compounds may be 

obtained using [50,51] ۃQۄA = ۃQe-(HA - HR)/kBTۄRۃe-(HA - HR)/kBTۄR
     (6) 
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which was used here to analyze the average occurrence of reactive poses for the real compounds. 

The distances between H-atoms HC1, HC2, HC3, and HC4 and the N5 atom of the FAD cofactor 

were calculated for the reference state simulations as rHN. Consistent with our previous study [13], 

a particular conformation was considered as reactive for a specific carbon if the corresponding 

value of rHN was below 0.3 nm, such that the average occurrence can be calculated as ۃNሺ< 0.3 nmሻۄR = ۃHሺ0.3 nm - rHNሻۄR   (7) 

where H(x) is the Heaviside step function, i.e. Hሺxሻ = 1 for x ≥ 0 and Hሺxሻ = 0 for x < 0. By 

replacing Q in equation (6) by Hሺ0.3 nm - rHNሻ, we obtain the average amount of catalytically 

active poses of the real compounds. 

In the current work, multiple reference compounds R were applied (SUGa, SUGab, and SUGabc) 

whereas individual estimates were combined by transferring the free energy estimates to a common 

reference state. One can easily show that expressing the ensemble average for reference compound 

R1 of equation (1) as an umbrella-weighted ensemble, calculated from a simulation of reference 

state R2 using equation (6), can be expressed as 

ΔGAR1 = ΔGAR2 - ΔGR1R2    (8) 

where both terms on the right-hand side are readily calculated from the simulation of R2. This way, 

simulations of the three reference states lead to three estimates of ∆GAR1
i , which can be 

exponentially averaged to obtain 

ΔGAR = -kBT ln e-ΔGAR
i /kBT̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅     (9) 

where the overbar indicates an average over three values of i [52]. Statistical error estimates for the 

individual ensemble averages used in equation (1) were obtained from covariances and the 

statistical inefficiency as described in [53]. The uncertainty in a series of N correlated sequential 

observations xn, with expectation value 1 = ۄ�ۃ/N ∑ ���  , becomes �2 = ۄ2��ۃ] −  ሺ�/�ሻ/[2ۄ��ۃ

where g is the statistical inefficiency, defined as g = 1 + 2, with  the auto-correlation time of the 

normalized autocorrelation function, �� = ۄ�+����ۃ] − [2ۄ��ۃ ۄ2��ۃ] − ⁄[2ۄ��ۃ  [53]. The 

individual error estimates of ΔGAR
i  were subsequently weighted by e-ΔGAR

i /kBT to obtain the 

statistical uncertainty on ΔGAR. 
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4.3 Results and discussion 

4.3.1 Monosaccharide solvation 

To find a suitable reference state, which is crucial for reliable free energy calculations according to 

the OSP method, MD simulations of system SUGwater with changes to the topology according to 

SUGa, SUGab, and SUGabc were conducted. As a typical example, Figure 3 shows the distributions 

of the improper dihedral angle 5 (ID5) centered on atom C5 for the three 100 ns MD simulations. 

For SUGwater
a  (black), ID5 is not evenly distributed and samples mostly the region around +30 

degrees. SUGwater
ab  (red) and SUGwater

abc  (blue) both show more equal distributions, indicating that 

both stereo-configurations are equally sampled. To use a topology with minimal changes with 

respect to the real compounds, SUGab was selected as the most suitable reference state in water. 

Similarly, SUGab was used for the 1 µs SD simulation in vacuo (SUGvac
ab ). In contrast, SUGa, SUGab, 

and SUGabc (Figure 2) were all selected for simulations and analysis of system PDH-SUG, in order 

to sample as many stereoisomers as possible. Consequently, 12 × 50 ns MD simulations of system 

PDH-SUG were conducted: three different SUG topologies, two different SUG binding poses 

(pose A and pose B) and two independent simulations for each (md1 and md2). MD simulations 

of system PDH-SUG will be referred to as e.g. PDH-SUGmd1
abc  (pose A). 

 

 

Figure 3: Distributions of the improper dihedral 5 for the three 100 ns MD simulations of system SUGwater with 

changes to the topology according to Figure 2. Coloring scheme: SUGa (black), SUGab (red), and SUGabc (blue). 
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Table 1: Relative free-energy differences (ΔG) of the SD or MD simulations for the 32 sugars with respect to the 
reference state in vacuum (SUGvac) or water (SUGwater) and their calculated relative free energies of solvation 
(ΔΔGsolv) in kJ/mol. The digits ‘2’ or ‘4’ of the improper dihedral code in this table corresponds to the improper 
dihedral type code listed in the IMPDIHEDRAL-block of the SUG-topology (Supplementary Table S1). 
The sequence of the digits ‘2’ and ‘4’ follows the improper dihedral angles of the sugar according to Figure 2A. 

Sugar code Improper dihedral code Sugar name 
ΔG [kJ/mol] 

ΔΔGsolv [kJ/mol] 
SUGvac

ab  SUGwater
ab  

1 22222 β-D-glucose 26.7 ± 0.2 31.7 ± 0.9 5.0 ± 0.9 
2 24222 β-D-mannose 32.4 ± 0.3 37.9 ± 1.0 5.6 ± 1.0 
3 22242 β-D-galactose 33.1 ± 0.3 34.5 ± 1.3 1.5 ± 1.3 
4 24242 β-D-talose 31.8 ± 0.3 40.8 ± 2.5 9.1 ± 2.5 
5 42222 Ư-D-glucose 20.5 ± 0.1 34.4 ± 1.0 13.9 ± 1.0 
6 44222 Ư-D-mannose 29.3 ± 0.1 33.9 ± 0.5 4.5 ± 0.5 
7 42242 Ư-D-galactose 25.3 ± 0.1 36.2 ± 1.2 10.9 ± 1.2 
8 44242 Ư-D-talose 30.1 ± 0.1 37.8 ± 0.5 7.7 ± 0.5 
9 22422 β-D-allose 24.8 ± 0.1 26.9 ± 0.4 2.1 ± 0.4 
10 24422 β-D-altrose 29.1 ± 0.2 28.7 ± 0.3 -0.5 ± 0.4 
11 22442 β-D-gulose 25.2 ± 0.2 27.6 ± 0.4 2.4 ± 0.4 
12 24442 β-D-idose 28.2 ± 0.1 32.7 ± 0.3 4.5 ± 0.3 
13 42422 Ư-D-allose 26.9 ± 0.1 31.6 ± 0.3 4.7 ± 0.3 
14 44422 Ư-D-altrose 29.4 ± 0.1 29.7 ± 0.4 0.3 ± 0.4 
15 42442 Ư-D-gulose 24.6 ± 0.2 31.3 ± 0.3 6.7 ± 0.4 
16 44442 Ư-D-idose 28.0 ± 0.1 32.6 ± 0.4 4.6 ± 0.4 
17 22224 β-L-glucose 29.1 ± 0.1 30.8 ± 0.2 1.7 ± 0.2 
18 24224 β-L-mannose 23.7 ± 0.1 30.1 ± 0.2 6.4 ± 0.2 
19 22244 β-L-galactose 29.8 ± 0.1 28.0 ± 0.2 -1.7 ± 0.2 
20 24244 β-L-talose 27.0 ± 0.1 30.4 ± 0.3 3.4 ± 0.3 
21 42224 Ư-L-glucose 27.5 ± 0.2 31.2 ± 0.2 3.6 ± 0.3 
22 44224 Ư-L-mannose 25.6 ± 0.2 27.2 ± 0.3 1.6 ± 0.4 
23 42244 Ư-L-galactose 29.0 ± 0.2 27.0 ± 0.2 -2.0 ± 0.3 
24 44244 Ư-L-talose 26.1 ± 0.2 27.0 ± 0.4 0.9 ± 0.4 
25 22424 β-L-allose 31.2 ± 0.2 35.2 ± 0.8 4.0 ± 0.8 
26 24424 β-L-altrose 23.6 ± 0.1 34.6 ± 0.9 10.9 ± 0.9 
27 22444 β-L-gulose 29.5 ± 0.1 32.4 ± 0.3 3.0 ± 0.3 
28 24444 β-L-idose 20.2 ± 0.1 33.2 ± 0.8 12.9 ± 0.8 
29 42424 Ư-L-allose 33.6 ± 0.2 45.6 ± 1.4 12.1 ± 1.4 
30 44424 Ư-L-altrose 33.8 ± 0.4 36.2 ± 1.4 2.4 ± 1.5 
31 42444 Ư-L-gulose 30.8 ± 0.3 38.6 ± 0.9 7.8 ± 0.9 
32 44444 Ư-L-idose 27.4 ± 0.2 33.5 ± 1.0 6.1 ± 1.0 

 

Table 1 shows the 32 simulated stereoisomers, their 5-digit ID code, and the corresponding sugar 

names. For systems SUGvac
ab  and SUGwater

ab , the relative free energies of individual stereoisomers 

with respect to the reference state in kJ/mol are listed. The range in relative free energies amounts 

to 13.6 kJ/mol (20.2 – 33.8 kJ/mol) for system SUGvac
ab  and to 18.7 kJ/mol (26.9 – 45.6 kJ/mol) 

for system SUGwater
ab . In achiral environments such as vacuum and water, no differences in the 
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relative free energies are expected between enantiomers. In Table 1, sugar-pairs with codes 1 and 

32, 2 and 31, 3 and 30, etc. represent enantiomers. Except for enantiomers β-D-talose (40.8 kJ/mol) 

and Ư-L-allose (45.6 kJ/mol) in system SUGwater
ab , the relative free energies for the enantiomers 

match very well within both systems: absolute differences between 0.1 – 1.8 kJ/mol in system 

SUGvac
ab  and 0.1 – 2.6 kJ/mol in system SUGwater

ab  are roughly within the thermal noise of kBT. The 

relative free energies for β-D-talose and Ư-L-allose match qualitatively as they are the two largest 

within system SUGwater
ab . The value for Ư-L-allose seems exceptionally high and omission of this 

value reduces the range for system SUGwater
ab  to 13.9 kJ/mol, similar to the vacuum value. Overall, 

the small free-energy differences between enantiomers give confidence in the applicability of the 

reference compound and in subsequent calculations. In the last column of Table 1, the calculated 

relative solvation free energies (ΔΔGsolv) are listed. To the best of our knowledge, values for these 

quantities have not been reported in the literature previously, neither from experimental nor from 

computational sources. While the values of ΔΔGsolv are relative to the reference state, the 

differences between these values provide insights into the solvation of monosaccharides. 

Hydrolysis at the pyranose C1 atom allows for interconversion between the Ư- and β-anomers 

characterized by a corresponding equilibrium. Table 2 lists the free energy differences of β/Ư-

anomers (ΔGβ-Ư) of all simulated pyranose D-stereoisomers in water, for which comparison with 

the available experimental data is possible. The calculated values were obtained from equation (3), 

while the experimental values were  calculated from previously published experimental estimates 

of the β/Ư-pyranose ratios. The experimental values (at 30°C) were found to be largely 

temperature-insensitive [54], and can be readily compared to the simulation data obtained at 300 

K or 26.85°C. Estimates of ΔGβ-Ư from the experimental β/Ư-pyranose ratios were calculated 

according to 

ΔGβ-Ư= -kBT ln ቀβ
Ư
ቁ     (10) 

 

Table 2: Free energy differences of Ƣ/ơ-anomers of all simulated pyranose D-stereoisomers in kJ/mol for which 
experimental data is available. The values were obtained as differences of relative free energies of the two anomers 

calculated from the 100 ns simulation of system SUGwater
ab  or from previously published experimental values [54]. 

Sugar 
ΔGƢ-ơ [kJ/mol] 

Experiment [54] Simulation 

D-glucose -1.2 -2.8 
D-mannose 1.8 4.1 
D-galactose -1.7 -1.7 
D-talose 1.0 3.0 
D-allose -4.1 -4.7 
D-altrose -1.1 -1.0 
D-gulose -4.8 -3.7 
D-idose -0.3 0.1 
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The ΔGβ-Ư in Table 2 obtained from MD simulations or experiment have very small absolute 

deviations in a range between 0.0 – 2.3 kJ/mol, which is smaller than the thermal noise, with a 

mean absolute deviation of 0.5 ± 1.3 kJ/mol. 

For each of the 32 simulated monosaccharides of system SUGwater
ab , we investigated the occurrence 

of each of the 14 possible ring conformations [55,56] of the six-membered pyranose ring by 

correlating the observed ring conformations with the values of the improper dihedral angles in 

simulation SUGwater
ab . We found that sugars with code 1–16 (D-stereoisomers) occurred 

predominantly in the 4C1 chair conformation and sugars with code 17–32 (L-stereoisomers) in the 
1C4 chair conformation. This again agrees with experimentally observed ring-conformational 

preferences of the D- or L-series of the studied aldohexopyranoses [55–57], which gives additional 

confidence in the conducted MD simulations. 

 

4.3.2 Monosaccharide binding to PDH 

Figure 4 shows (i) the occurrence of each of the 32 stereoisomers as a function of time and (ii) the 

number of occurrences with a lifetime ≥ 1 ps. The left two panels are derived from the 100 ns MD 

simulation of system SUGwater
ab ,  the right two panels represent the 50 ns MD simulation of system 

PDH-SUGmd1
abc  (pose A), which was selected as a representative example. System SUGwater

ab  nicely 

samples all stereoisomers and indicates many transitions between the monosaccharides, leading to 

good statistics for subsequent analysis. System PDH-SUGmd1
abc  (pose A) shows significantly less 

sampling and transitions of the stereoisomers. Therefore, six MD simulations (systems 

PDH-SUGa, PDH-SUGab, PDH-SUGabc; two independent runs each) were conducted for each 

pose as mentioned previously. In some of the simulations of the PDH-SUG complexes, the 

unphysical reference state compound was observed to leave the active site. This may very well 

represent the proper behavior of these molecules, but unbound mixtures of PDH and SUG are (i) 

not expected to be relevant for real molecules binding to PDH and (ii) not part of the 

thermodynamic cycle to calculate the binding free energies according to equations (4) and (5). For 

this reason, simulations PDH-SUGmd2
ab  and PDH-SUGmd2

abc  for pose A and PDH-SUGmd2
a  and 

PDH-SUGmd2
ab  for pose B were excluded from the following analyses and four independent 

simulations of each pose remained. For the time series of relevant distances between PDH and 

SUG for all simulations see Figures S1 and S2 in the supplementary material. The remaining four 

MD simulations for each pose were exponentially averaged according to equation (9) to calculate 

the free-energy differences (ΔG) of individual stereoisomers and their relative binding free energies 

(ΔΔGbind). According to Figure 4, system PDH-SUGmd1
abc  (pose A) clearly samples L-stereoisomers 

(sugar code 17-32; 5th digit of improper dihedral code is 4) better than D-stereoisomers (sugar code 

1-16; 5th digit of improper dihedral code is 2). This is not surprising, as the transitions of the large 

CH2-OH group attached at this position are sterically the most hindered (see Figure 2). 
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Figure 4: Indicated are (i) the occurrences of the 32 stereoisomers as a function of time and (ii) the number of 
occurrences with a lifetime ≥ 1 ps for a particular stereoisomer. The left two panels are derived from the 100 ns MD 
simulation of system SUGwater

ab , the right two panels represent the 50 ns MD simulation of system PDH-SUGmd1
abc  

(pose A), which was selected as a representative example for the PDH-SUG complex. 

 

Figure 5 shows the distributions of all five improper dihedrals (ID) for the MD simulations in 

water and in protein. For system SUGwater
ab  (top five panels in Figure 5), the distributions of the 

ID are derived from the single 100 ns MD simulation, which nicely sampled all 32 possible 

stereoisomers (see Figure 4, left two panels). For system PDH-SUG (pose A) (middle five panels 

in Figure 5), and for system PDH-SUG (pose B) (lowest five panels in Figure 5), the occurrences 

of the IDs of the four selected MD simulations were arithmetically averaged. Except for ID5 in 

pose B and to a lesser extent ID3 in pose A, all improper dihedrals show fairly equal distributions 

and consequently very good sampling. In spite of lower occurrences for one configuration, ID5 

(pose B) and ID3 (pose A) sample both stereoconfigurations. As mentioned previously, a large 

CH2-OH group is attached at ID5 (compare Figure 2) and consequently transitions of this group 

are most sterically hindered in the MD simulations within the protein. 
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Figure 5: Distributions of all five improper dihedrals (ID) for the MD simulations in water and in protein. For 

system SUGwater
ab  (top five panels), the distributions of the ID are derived from the single 100 ns MD simulation, 

which sampled all 32 possible stereoisomers (also compare to Figure 4, left two panels). For system PDH-SUG 
(pose A) (middle five panels), and for system PDH-SUG (pose B) (lowest five panels), the occurrences as observed 
in the four selected MD simulations were arithmetically averaged. Coloring scheme according to Figure 2A. 

 

 

Table 3 lists the free-energy differences (ΔG) of the 32 stereoisomers simulated in system PDH-

SUG (pose A or pose B). The reported ΔG values were obtained by exponentially averaging the 

four selected MD simulations for pose A or pose B. Because of the chiral environment within the 

protein, the span of ΔG values significantly increased (18.9 – 101.8 kJ/mol for pose A; 21.7 – 52.8 

kJ/mol for pose B) compared to the MD simulation of system SUGwater
ab  (26.9 – 45.6 kJ/mol; see 

Table 1). Moreover, the chiral protein-environment causes significant differences in ΔG between 

enantiomers. Enantiomers correspond to sugar-pairs with codes 1 and 32, 2 and 31, 3 and 30, etc. 

The ΔG between enantiomers range from 0.7 – 60.1 kJ/mol for pose A and from 1.8 – 24.1 kJ/mol 

for pose B (in absolute values). In addition, the relative binding free energies (ΔΔGbind) are listed in 

Table 3. They were calculated by subtracting the ΔG values for a certain monosaccharide in the 

MD simulation of system SUGwater
ab  (see Table 1) from the ΔG of the identical monosaccharide in 

system PDH-SUG in either pose A or pose B (Table 3). Note that these values are relative to the 

reference states and only differences between them have physical relevance. The range for ΔΔGbind 

for pose A is -11.7 to 56.2 kJ/mol and -10.1 to 23.1 kJ/mol for pose B. Interestingly, the ΔΔGbind 
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values for the Ư- and β-anomers of the D-stereoisomers of glucose are among the lowest of all 

simulated monosaccharides in both poses (range between -10 to -2.9 kJ/mol). 

 

Table 3: Free-energy differences (ΔG) of the 32 stereoisomers simulated in system PDH-SUG, with SUG bound 
to PDH according to pose A or pose B. The reported ΔG were obtained by exponentially averaging the four selected 
MD simulations for each pose according to equation 9. The relative binding free energies (ΔΔGbind) were calculated 

by subtracting the ΔG in the MD simulation of system SUGwater
ab  (see Table 1) from the ΔG in system PDH-

SUG in the corresponding pose (this table). The improper dihedral code has the same pattern as for Table 1. 

Sugar 
code 

Improper 
dihedral 

code 
Sugar name 

Pose A Pose B 

ΔG 
[kJ/mol] 

ΔΔGbind 

[kJ/mol] 

ΔG 
[kJ/mol] 

ΔΔGbind 

[kJ/mol] 

1 22222 β-D-glucose 22.5 ± 1.1 -9.1 ± 1.5 21.7 ± 0.5 -10.0 ± 1.1 
2 24222 β-D-mannose 46.7 ± 2.1 8.7 ± 2.3 40.5 ± 2.1 2.5 ± 2.4 
3 22242 β-D-galactose 29.2 ± 2.2 -5.3 ± 2.6 28.7 ± 1.1 -5.8 ± 1.7 
4 24242 β-D-talose 41.7 ± 2.3 0.8 ± 3.4 39.9 ± 1.2 -1.0 ± 2.8 
5 42222 Ư-D-glucose 31.5 ± 2.3 -2.9 ± 2.6 24.9 ± 1.5 -9.5 ± 1.8 
6 44222 Ư-D-mannose 35.9 ± 1.3 2.1 ± 1.4 28.9 ± 2.3 -4.9 ± 2.4 
7 42242 Ư-D-galactose 33.3 ± 1.9 -2.9 ± 2.3 28.7 ± 1.8 -7.5 ± 2.2 
8 44242 Ư-D-talose 34.5 ± 1.4 -3.3 ± 1.5 30.9 ± 2.1 -6.9 ± 2.2 
9 22422 β-D-allose 18.9 ± 0.6 -8.0 ± 0.7 25.7 ± 1.0 -1.1 ± 1.1 
10 24422 β-D-altrose 36.6 ± 1.2 8.0 ± 1.2 27.8 ± 1.6 -0.9 ± 1.7 
11 22442 β-D-gulose 26.6 ± 1.0 -1.0 ± 1.1 26.6 ± 0.5 -1.0 ± 0.7 
12 24442 β-D-idose 40.0 ± 1.0 7.3 ± 1.1 32.5 ± 0.8 -0.2 ± 0.9 
13 42422 Ư-D-allose 35.8 ± 1.0 4.2 ± 1.1 30.6 ± 1.9 -1.0 ± 1.9 
14 44422 Ư-D-altrose 38.2 ± 1.8 8.6 ± 1.8 35.5 ± 1.9 5.8 ± 1.9 
15 42442 Ư-D-gulose 36.0 ± 0.4 4.7 ± 0.5 35.0 ± 1.3 3.7 ± 1.3 
16 44442 Ư-D-idose 36.3 ± 1.0 3.7 ± 1.1 32.4 ± 1.9 -0.2 ± 2.0 
17 22224 β-L-glucose 40.1 ± 2.4 9.3 ± 2.4 39.5 ± 2.4 8.7 ± 2.4 
18 24224 β-L-mannose 35.3 ± 0.4 5.2 ± 0.5 29.4 ± 2.7 -0.6 ± 2.7 
19 22244 β-L-galactose 44.3 ± 1.8 16.3 ± 1.9 45.3 ± 2.1 17.3 ± 2.1 
20 24244 β-L-talose 29.9 ± 1.2 -0.5 ± 1.2 38.9 ± 2.2 8.5 ± 2.3 
21 42224 Ư-L-glucose 62.0 ± 2.5 30.8 ± 2.5 51.1 ± 2.5 20.0 ± 2.5 
22 44224 Ư-L-mannose 39.1 ± 1.8 12.0 ± 1.8 40.4 ± 1.6 13.3 ± 1.7 
23 42244 Ư-L-galactose 60.2 ± 2.5 33.2 ± 2.6 50.1 ± 1.2 23.1 ± 1.2 
24 44244 Ư-L-talose 22.6 ± 1.8 -4.3 ± 1.9 40.0 ± 1.9 13.0 ± 1.9 
25 22424 β-L-allose 30.6 ± 1.6 -4.6 ± 1.8 52.5 ± 1.5 17.3 ± 1.7 
26 24424 β-L-altrose 24.7 ± 0.7 -9.9 ± 1.1 40.2 ± 2.8 5.7 ± 3.0 
27 22444 β-L-gulose 37.2 ± 0.9 4.7 ± 0.9 36.2 ± 1.7 3.8 ± 1.8 
28 24444 β-L-idose 24.9 ± 0.6 -8.3 ± 1.0 23.1 ± 1.5 -10.1 ± 1.7 
29 42424 Ư-L-allose 101.8 ± 2.5 56.2 ± 2.9 47.3 ± 2.0 1.7 ± 2.4 
30 44424 Ư-L-altrose 33.8  ± 1.1 -2.4 ± 1.8 52.8 ± 1.7 16.5 ± 2.3 
31 42444 Ư-L-gulose 83.1 ± 1.4 44.5 ± 1.7 42.5 ± 1.9 3.9 ± 2.1 
32 44444 Ư-L-idose 21.8 ± 1.7 -11.7 ± 2.0 31.7 ± 1.1 -1.9 ± 1.5 
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Table 4 gives an overview of the relative binding free energies (ΔΔGbind) calculated from the 

experimentally derived Km values [23] and from the combined MD simulations of system PDH-

SUG for either pose A or pose B.  The experimental values were approximated from the 

corresponding Km values according to the following formula: 

ΔGbind=kBT ln Km     (11) 

Experimental data were available only for the four listed D-stereoisomers. Because the Ư- and β-

anomers spontaneously interconvert in solution via mutarotation, they cannot be distinguished in 

experimental binding. The ΔΔGbind values for pose A or pose B were calculated from the MD 

simulations by first exponentially averaging the free-energy differences of the Ư- and β-anomers of 

the respective D-stereoisomers simulated in system SUGwater
ab  (Table 1) or in system PDH-SUG in 

pose A or pose B (Table 3). Then, the averaged ΔG values in system SUGwater
ab  were subtracted 

from system PDH-SUG (pose A or pose B) to obtain the ΔΔGbind. For easier comparison, the 

ΔΔGbind for D-glucose was set to zero. The ΔΔGbind for pose A and pose B were not averaged, as 

the preference of the reference states for a certain pose is unknown. The ΔΔGbind values derived 

from simulations of pose A agree well with experiment. Only the difference for D-talose between 

the experimental and calculated ΔΔGbind (5.9 kJ/mol) is larger than the thermal noise. The 

agreement for pose B matches qualitatively, with differences between the experimental and 

calculated ΔΔGbind values of 6.9 kJ/mol for D-mannose and 7.9 kJ/mol for D-talose, which are 

both above the thermal noise. To conclude, the ΔΔGbind values derived from simulations and 

experiments match quite well. 

 

Table 4: Comparison of the relative binding free energies (ΔΔGbind) calculated from experiments or MD 
simulations. The experimental values were estimated from the corresponding Km values according to the formula 

ΔGbind=kBT ln Km. All ΔΔGbind values are reported relative to D-glucose, which was set to zero. Moreover, the 
ΔΔGbind values for pose A and pose B were not averaged, because the preference of the reference states for a certain 
pose is unknown. 

Sugar name 
Michaelis constant 

Km [mM] [23] 

ΔΔGbind [kJ/mol] 

Experiment [23] 
Simulation 

Pose A Pose B 

D-glucose 0.82 0.0 0.0 0.0 
D-mannose 108 12.3 10.9 5.4 
D-galactose 1.05 0.6 3.7 3.4 
D-talose 79.1 11.5 5.6 3.6 

 

For successful oxidation, a hydride transfer takes place from the SUG-oxidation site to the N5 

atom of FAD [13]. Figure 6 shows the distances between H-atoms HC1–HC4 of SUG and the 

N5-atom of FAD. The position of the hydrogen atom in our united-atom representation of the 

reference state was determined according to ideal geometries and a C-H bond length of 0.1 nm. 

The occurrence of the distances of all four simulations of pose A and pose B were arithmetically 
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averaged. As reported previously [13], a 0.3 nm cutoff was considered in order for a hydride transfer 

to occur between HC1–HC4 and N5. Color codes are the same as in Figure 2A. In pose A (left 

panel), only HC1 (green) and HC2 (yellow) are below the mentioned cutoff. In pose B, only HC3 

(red) and HC4 (blue) are below the 0.3 nm cutoff. This corresponds very well to previously 

published data for D-glucose oxidation by PDH, where pose A represents the C2 oxidation mode 

and pose B the C3 oxidation mode of this particular sugar [13]. 

 

 

Figure 6: Distances between H-atoms HC1–HC4 of SUG and the N5-atom of FAD. The distances of all four 
simulations of pose A or pose B of system PDH-SUG were used. Left panel: pose A, right panel: pose B. Color 
codes match with Figure 2A: HC1 (green), HC2 (yellow), HC3 (red), and HC4 (blue). 
 

In Figure 7, the average number of observations of distances between hydrogens attached to C1–
C4 and the N5-atom in FAD below 0.3 nm for pose A and pose B are shown as calculated for all 

monosaccharides using equations 7 and 6. The bars in this logarithmic diagram are non-additive. 

These reactive distances are compared to the experimentally detected oxidation products. When 

the distances are below 0.3 nm, we will use the ΔΔGbind to evaluate the likelihood of the 

corresponding monosaccharide to bind to PDH and consequently for a reaction to take place. 

Note that also low values of ۃNሺ< 0.3 nmሻۄ can already explain reactions, as substrate binding can 

easily be a much slower process than the actual reaction. The ΔΔGbind value of β-D-glucose is set 

to zero in each pose and the ΔΔGbind values of the other sugars are reported here relative to β-D-

glucose. 
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Figure 7: Reactive distances below 0.3 nm between hydrogens attached to C1–C4 of SUG and the N5-atom of 
FAD for pose A (upper panel) and pose B (lower panel). Color codes match with Figure 2A: HC1 (green), HC2 
(yellow), HC3 (red), and HC4 (blue). The bars consisting of more than one color are non-additive. 
 

Experimental D-glucose conversions yield (di-)oxidations at C2 and C3 [25]. This observation is 

reproduced by MD simulations (Figure 7): in pose A, 0.1% of the HC2-N5 distance is below 0.3 

nm in Ư-D-glucose; in pose B, the HC3-N5 distance is below the chosen cutoff for 3.4% (Ư-D-

glucose) and 6.5% (β-D-glucose). Again, this observation corresponds very well to our previously 

published work [13], where D-glucose is oxidized at C2 in pose A and at C3 in pose B. 

Experimentally, L-glucose is observed to have C2- and C3 (di-)oxidations as well. However, in our 

MD simulations we do not see any of the relevant HC2-N5 or HC3-N5 distances below the 0.3 

nm cutoff. Moreover, its relative activity was experimentally measured to be 42% of D-glucose [25], 

which does not correspond to the predicted highly unfavorable ΔΔGbind values between 18.5 – 39.9 

kJ/mol for L-glucose bound in either pose. For D-galactose, MD simulations gave a HC2-N5 

distance below 0.3 nm 0.8% of the time for Ư-D-galactose in pose A, which corresponds to its 

experimentally observed C2 oxidation [25]. Moreover, we predict a relatively favorable ΔΔGbind 

value of 6.2 kJ/mol for Ư-D-galactose in pose A. The sugar D-mannose is a substrate for PDH, 

however, its oxidation sites have not yet been determined experimentally. The most prominent 

reactive distance for this sugar is HC3-N5 (β-D-mannose bound in pose B), which is below 0.3 nm 

for 5.9% of the time and has a predicted ΔΔGbind value of 12.5 kJ/mol. For D-allose, C1 oxidation 

has been experimentally reported [25]. In the MD simulations, the corresponding HC1-N5 distance 

is below the 0.3 nm cutoff 2.9% of the time for Ư-D-allose (pose A). The predicted ΔΔGbind value 
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for Ư-D-allose (pose A) is 13.3 kJ/mol, corresponding to the experimentally determined relative 

activity of 15% of D-glucose [25]. Experiments revealed solely C1 oxidation for D-talose, which 

was reproduced by MD simulations with the HC1-N5 distance below 0.3 nm 1.0% of the time for 

Ư-D-talose bound to PDH in pose A. The predicted ΔΔGbind value for Ư-D-talose (pose A) is 5.8 

kJ/mol, which agrees qualitatively and to a lesser extent quantitatively with the experimentally 

determined binding affinity according to its Km value (see also Table 4). The HC4-N5 distance for 

Ư-D-talose (pose B) is below the 0.3 nm cutoff 8.8% of the time and the corresponding ΔΔGbind 

value is reasonably low for binding (3.1 kJ/mol). Nevertheless, C4 oxidation is not reported 

experimentally, which might be caused by steric clashes of the adjacent hydroxymethyl-group 

attached to the C5 carbon resulting in poor binding. The last experimentally determined oxidation 

site for a monosaccharide investigated in this study is available for D-gulose, which is oxidized at 

C1 [25] only. In the MD simulations, the HC1-N5 distance for Ư-D-gulose (pose A) is indeed below 

0.3 nm 4.4% of the time. The activity of D-gulose was reported to be 7% of D-glucose [25], which 

corresponds to an unfavorable ΔΔGbind value for Ư-D-gulose (pose A) of 13.9 kJ/mol. 

In addition to the experimentally determined oxidation sites, we made some striking observations 

during our distance analyses, which can direct future experiments. High percentages of reactive 

poses suggesting C1 oxidation are observed for the following sugars bound in pose A: Ư-D-idose 

(17.2%), Ư-L-mannose (13.3%), Ư-L-galactose (85.5%), Ư-L-altrose (22.9%), Ư-L-gulose (62.3%), and 

Ư-L-idose (45.0%). Some of these possible oxidation products can be neglected, as the predicted 

ΔΔGbind
 value for the corresponding monosaccharides is very unfavorable in pose A: Ư-L-gulose 

(53.6 kJ/mol), Ư-L-galactose (42.3 kJ/mol), and Ư-L-mannose (21.1 kJ/mol). Others could have 

low, but measurable activities: Ư-D-idose (12.8 kJ/mol) and Ư-L-altrose (6.7 kJ/mol). Lastly, 

oxidation for Ư-L-idose (-2.6 kJ/mol) with HC1-N5 below 0.3 nm 45% of the time is predicted in 

pose A. For pose B, we predict HC4 oxidation of Ư-L-gulose, for which the HC4-N5 distance is 

below 0.3 nm 14.9% of the time and the predicted ΔΔGbind
 value is 13.9 kJ/mol, allowing for low 

but measurable activity. 

Interestingly, monosaccharides bound to PDH in pose A, for which additional oxidations were 

observed, are all Ư-compounds and oxidized at HC1. This can be rationalized, as the hydroxyl-

group attached to C1 defines whether a sugar is an Ư- or β-anomer. Consequently, if the HC1-N5 

is within the reactive distance, the hydroxyl-group attached to that C1 has to be on the opposite 

side of the HC1, which (in pose A) corresponds to the Ư-anomer of the respective sugars. 
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4.4 Conclusion 

In this study, we presented a generalized approach to simulate monosaccharide solvation in water, 

as well as binding and product formation in the enzyme PDH. Introducing changes to the 

monosaccharide topology according to Figure 2 created systems SUGa, SUGab, and SUGabc, out 

of which system SUGab was selected as the most suitable reference state for subsequent analysis in 

water. This allowed for sampling of all 32 possible aldohexopyranoses in only one MD simulation 

of the reference compound in water or using a handful of simulations of the reference state 

compounds within PDH. 

Free energy calculations according to the one-step perturbation method revealed that systems 

SUGvac
ab  and SUGwater

ab  show a similar range of relative free energies for the simulated 

monosaccharides. Moreover, the relative free energies for the enantiomer-pairs (sugar codes 1 and 

32, 2 and 31, etc.) match very well within systems SUGvac
ab  and SUGwater

ab . Because both vacuum and 

water represent an achiral environment, this outcome is expected and gives confidence in the 

conducted simulations. We reported calculated values for the relative solvation free energies 

(ΔΔGsolv) of all 32 aldohexopyranoses (Table 1). To the best of our knowledge, these ΔΔGsolv 

values have not been reported previously, giving new fundamental insights into the solvation of 

aldohexopyranoses. For all simulated pyranose D-stereoisomers, we report the free energy 

differences of the corresponding β/Ư-anomers in water (ΔGβ-Ư). The deviations from experimental 

values [23,25] are very small (within a range of 0.0 – 2.3 kJ/mol), further increasing the confidence 

in the conducted simulations. In addition, the pyranose ring conformations for each of the 32 

stereoisomers were investigated. Sugars with codes 1–16 (D-stereoisomers) occurred 

predominantly in the 4C1 chair conformation and sugars with codes 17–32 (L-stereoisomers) in the 
1C4 chair conformation. These results are in line with the experimentally obtained preferences of 

ring conformations for D- or L-stereoisomers [55–57], furthermore strengthening the validity of 

the performed simulations. 

For system PDH-SUG, six MD simulations of 50 ns each were performed for either pose A or 

pose B. Of these six, two were discarded for each pose from subsequent analysis, because the 

monosaccharide left the active site. For each pose, the results of the four selected MD simulations 

were exponentially averaged. All 32 possible stereoisomers were sampled extensively in pose A and 

pose B. Compared to system SUGwater
ab  (26.9 – 45.6 kJ/mol), the chiral protein environment caused 

a significant increase in the span of the free-energy differences (ΔG): 18.9 – 101.8 kJ/mol for pose 

A and 21.7 – 52.8 kJ/mol for pose B. The relative binding free energies (ΔΔGbind) range between -

11.7 to 56.2 kJ/mol for pose A and between -10.1 to 23.1 kJ/mol for pose B. Where available, the 

calculated ΔΔGbind values were compared to the experimental binding free energies estimated from 

Km values. For pose A, the agreement is quite reasonable. Pose B shows qualitative agreement 

between calculated and experimental ΔΔGbind values. Taking an arbitrary cutoff of +15 kJ/mol 

relative to β-D-glucose for binding, the predicted binding affinities indicate that measurable binding 
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free energies can be expected for 21 monosaccharides in pose A as well as in pose B. This is in line 

with the expected promiscuity of the PDH enzyme and suggests that these monosaccharides can 

be anticipated to inhibit the enzyme and possibly are also substrates themselves. 

A distance analysis between hydrogens attached to the sugar carbons 1–4 and the N5 atom of FAD 

revealed that monosaccharide oxidation is possible at HC1 or HC2 in pose A and at HC3 or HC4 

in pose B, which is in line with previously published findings [13]. We could reproduce the 

experimentally detected oxidation products by monitoring the HCX–N5 distance for D-glucose, 

D-galactose, D-allose, D-talose, and D-gulose. Only for L-glucose, the experimentally observed C2- 

or C3- oxidation could not be reproduced by the HCX-N5 distance analysis. With a combination 

of HCX-N5 distance analysis and binding free energy calculations, we predict oxidation products 

for some sugars, which have not yet been reported experimentally: low but measurable oxidation 

at HC1 for L-altrose and D-idose as well as at HC3 for D-mannose and at HC4 for L-gulose; strong 

oxidation at HC1 for L-idose – a challenge for future experiments. 

To conclude, this study presents a generalized approach to simulate all 32 possible 

aldohexopyranoses in the course of just a few simulations. It contributes to the rationalization of 

PDH’s substrate promiscuity with a combination of binding free energies and distance analyses for 

each sugar. This provides insights into PDH’s applicability in bioelectrochemistry. We believe that 
this approach is readily transferable to other promiscuous enzymes, whose substrates differ mainly 

in the stereochemistry of their reactive groups. 
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4.6 Supplementary material 

 

Figure S1: Distances between selected atoms of PDH and SUG in system PDH-SUG (pose A) used to monitor 

whether SUG left the binding site. In the upper two panels, the SUG-topology was altered according to SUGa, in 

the middle two panels according to SUGab, and in the lowest two panels according to SUGabc (see Figure 2 and 
text for more details). The first column represents the first repeat of the MD simulations for each of the changed 
SUG-topologies (md1) and the second column the second repeat (md2). Colors indicate the following distances: Glu-
392(NE2)–SUG(C4) (black), Val-511(C)–SUG(C1) (red), and Val-511(N)–SUG(C5) (green). For pose 

A, the MD simulations of systems PDH-SUGmd2
ab  and PDH-SUGmd2

abc  were discarded, because the SUG left 

PDH’s active site. 
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Figure S2: Distances between selected atoms of PDH and SUG in system PDH-SUG (pose B) used to monitor 

whether SUG left the binding site. In the upper two panels, the SUG-topology was altered according to SUGa, in 

the middle two panels according to SUGab, and in the lowest two panels according to SUGabc (see Figure 2 and 
text for more details). The first column represents the first repeat of the MD simulations for each of the changed 
SUG-topologies (md1) and the second column the second repeat (md2). Colors indicate the following distances: Val-
511(C)–SUG(C3) (black), Gln-392(CD)–SUG(C1) (red), and Val-511(N)–SUG(C4) (green). For pose B, 

the MD simulations of systems PDH-SUGmd2
a  and PDH-SUGmd2

ab  were discarded, because the SUG left PDH’s 
active site. Although SUG left the active site in system PDH-SUGmd1

abc  in the last 2-3 ns, it was still used for 

subsequent analysis. 
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Table S1: Topology of system Ƣ-D-glucose in the GROMOS 53A6 force field. Changes made to the topology to 
obtain the reference states are written in the corresponding line after the hash-symbol in bold and are in agreement 
with Figure 2. The improper dihedral (ID) type code listed in the IMPDIHEDRAL-block corresponds to the 
ID code in Tables 1 and Table 3, where the ID-sequence has been changed from the original SUG-topology 
according to Figure 2A. 

 

RESNAME 

# NRAA2: number of residues in a solute molecule 

1 

# AANM: residue names 

GB4P 

END 

SOLUTEATOM 

#   NRP: number of solute atoms 

   17 

#  ATNM: atom number 

#  MRES: residue number 

#  PANM: atom name of solute atom 

#   IAC: integer (van der Waals) atom type code 

#  MASS: mass of solute atom 

#    CG: charge of solute atom 

#   CGC: charge group code (0 or 1) 

#   INE: number of excluded atoms 

# INE14: number of 1-4 interactions 

# ATNM MRES PANM IAC     MASS       CG  CGC INE 

#                                           INE14 

     1    1  HO4  21  1.00800  0.41000  0     2     2     3 

                                              2     4    13 

     2    1   O4   3 15.99940 -0.64200  0     3     3     4    13 

                                              4     5     7    10    14 

     3    1   C4  14 13.01900  0.23200  1     6     4     5     7    10    13    14 

                                              4     6     8    11    15 

     4    1   C3  14 13.01900  0.23200  0     6     5     6     7     8    13    15 

                                              4     9    10    14    16 

     5    1   O3   3 15.99940 -0.64200  0     2     6     7 

                                              3     8    13    15 

     6    1  HO3  21  1.00800  0.41000  1     0 

                                              1     7 

     7    1   C2  14 13.01900  0.23200  0     5     8     9    14    15    16 

                                              2    13    17 

     8    1   O2   3 15.99940 -0.64200  0     2     9    15 

                                              2    14    16 

     9    1  HO2  21  1.00800  0.41000  1     0 

                                              1    15 

    10    1   C6  15 14.02700  0.23200  0     4    11    12    13    14 

                                              1    15 

    11    1   O6   3 15.99940 -0.64200  0     2    12    13 

                                              1    14 

    12    1  HO6  21  1.00800  0.41000  1     0 

                                              1    13 

    13    1   C5  14 13.01900  0.37600  0     2    14    15 

                                              1    16 

    14    1   O5   3 15.99940 -0.48000  0     3    15    16    17 

                                              0 

    15    1   C1  14 13.01900  0.23200  0     2    16    17 

                                              0 

    16    1   O1   3 15.99940 -0.53800  0     1    17 

                                              0 

    17    1  HO1  21  1.00800  0.41000  1     0 

                                              0 

END 

BONDSTRETCHTYPE 

#  NBTY: number of covalent bond types 

52 

#  CB:  quartic force constant 
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#  CHB: harmonic force constant 

#  B0:  bond length at minimum energy 

#         CB         CHB         B0 

     1.57000e+07     3.14000e+05     1.00000e-01 

     1.87000e+07     3.74000e+05     1.00000e-01 

     1.23000e+07     2.92273e+05     1.09000e-01 

     3.70000e+07     9.28256e+05     1.12000e-01 

     1.66000e+07     5.02283e+05     1.23000e-01 

     1.34000e+07     4.18750e+05     1.25000e-01 

     1.20000e+07     4.18176e+05     1.32000e-01 

     8.87000e+06     3.13803e+05     1.33000e-01 

     1.06000e+07     3.75007e+05     1.33000e-01 

     1.18000e+07     4.17460e+05     1.33000e-01 

# 10 

     1.05000e+07     3.77076e+05     1.34000e-01 

     1.17000e+07     4.20170e+05     1.34000e-01 

     1.02000e+07     3.77318e+05     1.36000e-01 

     1.10000e+07     4.18968e+05     1.38000e-01 

     8.66000e+06     3.34640e+05     1.39000e-01 

     1.08000e+07     4.17334e+05     1.39000e-01 

     8.54000e+06     3.34768e+05     1.40000e-01 

     8.18000e+06     3.34546e+05     1.43000e-01 

     9.21000e+06     3.76671e+05     1.43000e-01 

     6.10000e+06     2.51225e+05     1.43500e-01 

# 20 

     8.71000e+06     3.76429e+05     1.47000e-01 

     5.73000e+06     2.51020e+05     1.48000e-01 

     7.64000e+06     3.34693e+05     1.48000e-01 

     8.60000e+06     3.76749e+05     1.48000e-01 

     8.37000e+06     3.76650e+05     1.50000e-01 

     5.43000e+06     2.50909e+05     1.52000e-01 

     7.15000e+06     3.34749e+05     1.53000e-01 

     4.84000e+06     2.50915e+05     1.61000e-01 

     4.72000e+06     2.50811e+05     1.63000e-01 

     2.72000e+06     1.72361e+05     1.78000e-01 

# 30 

     5.94000e+06     3.76406e+05     1.78000e-01 

     5.62000e+06     3.76416e+05     1.83000e-01 

     3.59000e+06     2.51077e+05     1.87000e-01 

     6.40000e+05     5.01811e+04     1.98000e-01 

     6.28000e+05     5.02400e+04     2.00000e-01 

     5.03000e+06     4.18657e+05     2.04000e-01 

     5.40000e+05     5.27483e+04     2.21000e-01 

     2.32000e+07     4.64000e+05     1.00000e-01 

     1.21000e+07     2.92820e+05     1.10000e-01 

     8.12000e+06     5.01908e+05     1.75800e-01 

# 40 

     8.04000e+06     3.76417e+05     1.53000e-01 

     4.95000e+06     3.71825e+05     1.93799e-01 

     8.10000e+06     5.01811e+05     1.76000e-01 

     1.31000e+07     4.19259e+05     1.26500e-01 

     1.03000e+07     3.75435e+05     1.35000e-01 

     8.71000e+06     4.64532e+05     1.63299e-01 

     2.68000e+06     2.93088e+05     2.33839e-01 

     2.98000e+06     5.02215e+05     2.90283e-01 

     2.39000e+06     3.73116e+05     2.79388e-01 

     2.19000e+06     3.71385e+05     2.91189e-01 

# 50 

     3.97000e+06     3.42526e+05     2.07700e-01 

     3.04000e+06     5.02225e+05     2.87407e-01 

END 

BONDH 

#  NBONH: number of bonds involving H atoms in solute 

5 

#  IBH, JBH: atom sequence numbers of atoms forming a bond 

#  ICBH: bond type code 

#   IBH    JBH ICBH 

      1      2    1 
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      5      6    1 

      8      9    1 

     11     12    1 

     16     17    1 

END 

BOND 

#  NBON: number of bonds NOT involving H atoms in solute 

12 

#  IB, JB: atom sequence numbers of atoms forming a bond 

#  ICB: bond type code 

#    IB     JB  ICB 

      2      3   20 

      3      4   26 

      3     13   26 

      4      5   20 

      4      7   26 

      7      8   20 

      7     15   26 

     10     11   20 

     10     13   26 

     13     14   20 

# 10 

     14     15   20 

     15     16   20 

END 

BONDANGLEBENDTYPE 

#  NTTY: number of bond angle types 

54 

#  CT:  force constant (based on potential 

#       harmonic in the angle cosine) 

#  CHT: force constant (based on potential 

#       harmonic in the angle) 

#  T0:  bond angle at minimum energy in degrees 

#         CT         CHT          T0 

     3.80000e+02     1.15501e-01     9.00000e+01 

     4.20000e+02     1.27686e-01     9.00000e+01 

     4.05000e+02     1.21771e-01     9.60000e+01 

     4.75000e+02     1.40083e-01     1.00000e+02 

     4.20000e+02     1.21222e-01     1.03000e+02 

     4.90000e+02     1.40285e-01     1.04000e+02 

     4.65000e+02     1.27888e-01     1.08000e+02 

     2.85000e+02     7.69125e-02     1.09500e+02 

     3.20000e+02     8.63861e-02     1.09500e+02 

     3.80000e+02     1.02627e-01     1.09500e+02 

# 10 

     4.25000e+02     1.14807e-01     1.09500e+02 

     4.50000e+02     1.21574e-01     1.09500e+02 

     5.20000e+02     1.40521e-01     1.09500e+02 

     4.50000e+02     1.21423e-01     1.09600e+02 

     5.30000e+02     1.40487e-01     1.11000e+02 

     5.45000e+02     1.40451e-01     1.13000e+02 

     5.00000e+01     1.22966e-02     1.15000e+02 

     4.60000e+02     1.14885e-01     1.15000e+02 

     6.10000e+02     1.52417e-01     1.15000e+02 

     4.65000e+02     1.14219e-01     1.16000e+02 

# 20 

     6.20000e+02     1.52361e-01     1.16000e+02 

     6.35000e+02     1.53360e-01     1.17000e+02 

     3.90000e+02     8.89104e-02     1.20000e+02 

     4.45000e+02     1.01476e-01     1.20000e+02 

     5.05000e+02     1.15184e-01     1.20000e+02 

     5.30000e+02     1.20895e-01     1.20000e+02 

     5.60000e+02     1.27749e-01     1.20000e+02 

     6.70000e+02     1.52880e-01     1.20000e+02 

     7.80000e+02     1.78011e-01     1.20000e+02 

     6.85000e+02     1.53127e-01     1.21000e+02 

# 30 

     7.00000e+02     1.53174e-01     1.22000e+02 
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     4.15000e+02     8.87438e-02     1.23000e+02 

     7.30000e+02     1.52669e-01     1.24000e+02 

     3.75000e+02     7.64902e-02     1.25000e+02 

     7.50000e+02     1.53141e-01     1.25000e+02 

     5.75000e+02     1.14487e-01     1.26000e+02 

     6.40000e+02     1.27447e-01     1.26000e+02 

     7.70000e+02     1.53365e-01     1.26000e+02 

     7.60000e+02     1.27755e-01     1.32000e+02 

     2.21500e+03     1.21127e-01     1.55000e+02 

# 40 

     9.13500e+04     7.26402e-02     1.80000e+02 

     4.34000e+02     1.17243e-01     1.09500e+02 

     4.84000e+02     1.33765e-01     1.07570e+02 

     6.32000e+02     1.66891e-01     1.11300e+02 

     4.69000e+02     1.40245e-01     9.74000e+01 

     5.03000e+02     1.40260e-01     1.06750e+02 

     4.43000e+02     1.21084e-01     1.08530e+02 

     6.18000e+02     1.67047e-01     1.09500e+02 

     5.07000e+02     1.40086e-01     1.07600e+02 

     4.48000e+02     1.21033e-01     1.09500e+02 

# 50 

     5.24000e+02     1.40180e-01     1.10300e+02 

     5.32000e+02     1.40257e-01     1.11400e+02 

     6.36000e+02     1.53054e-01     1.17200e+02 

     6.90000e+02     1.52948e-01     1.21400e+02 

END 

BONDANGLEH 

#  NTHEH: number of bond angles involving H atoms in solute 

5 

#  ITH, JTH, KTH: atom sequence numbers 

#    of atoms forming a bond angle in solute 

#  ICTH: bond angle type code 

#   ITH    JTH    KTH ICTH 

      1      2      3   12 

      4      5      6   12 

      7      8      9   12 

     10     11     12   12 

     15     16     17   12 

END 

BONDANGLE #Modified according to Figure 2C 

#  NTHE: number of bond angles NOT 

#        involving H atoms in solute 

17 

#  IT, JT, KT: atom sequence numbers of atoms 

#     forming a bond angle 

#  ICT: bond angle type code 

#    IT     JT     KT  ICT 

      2      3      4    9 #Last value set to 8 

      2      3     13    9 #Last value set to 8 

      4      3     13    8 

      3      4      5    9 #Last value set to 8 

      3      4      7    8 

      5      4      7    9 #Last value set to 8 

      4      7      8    9 #Last value set to 8 

      4      7     15    8 

      8      7     15    9 #Last value set to 8 

     11     10     13    9 

# 10 

      3     13     10    8 

      3     13     14    9 #Last value set to 8 

     10     13     14    9 #Last value set to 8 

     13     14     15   10 #Last value set to 8 

      7     15     14    9 #Last value set to 8 

      7     15     16    9 #Last value set to 8 

     14     15     16    9 #Last value set to 8 

END 

IMPDIHEDRALTYPE 

#  NQTY: number of improper dihedrals 
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4 

#  CQ: force constant of improper dihedral per degrees square 

#  Q0: improper dihedral angle at minimum energy in degrees 

#            CQ             Q0 

    5.10000e-02    0.00000e+00 

    1.02000e-01    3.52644e+01 

    2.04000e-01    0.00000e+00 

    1.02000e-01   -3.52644e+01 

END 

IMPDIHEDRALH 

#  NQHIH: number of improper dihedrals 

#         involving H atoms in the solute 

0 

#  IQH,JQH,KQH,LQH: atom sequence numbers 

#     of atoms forming an improper dihedral 

#  ICQH: improper dihedral type code 

#   IQH    JQH    KQH    LQH ICQH 

END 

IMPDIHEDRAL #Modified according to Figure 2A 

#  NQHI: number of improper dihedrals NOT 

#    involving H atoms in solute 

5 #This value was set to 0 

#  IQ,JQ,KQ,LQ: atom sequence numbers of atoms 

#    forming an improper dihedral 

#  ICQ: improper dihedral type code 

#    IQ     JQ     KQ     LQ  ICQ 

      3     10     14     13    2 #This line was deleted 

      4      5      7      3    2 #This line was deleted 

      7     14     16     15    2 #This line was deleted 

     13      2      4      3    2 #This line was deleted 

     15      4      8      7    2 #This line was deleted 

END 

TORSDIHEDRALTYPE 

#  NPTY: number of dihedral types 

41 

#  CP: force constant 

#  PD: phase-shift angle 

#  NP: multiplicity 

#       CP         PD  NP 

   2.67000  180.00000   1 

   3.41000  180.00000   1 

   4.97000  180.00000   1 

   5.86000  180.00000   1 

   9.35000  180.00000   1 

   9.45000  180.00000   1 

   2.79000    0.00000   1 

   5.35000    0.00000   1 

   1.53000  180.00000   2 

   5.86000  180.00000   2 

# 10 

   7.11000  180.00000   2 

  16.70000  180.00000   2 

  24.00000  180.00000   2 

  33.50000  180.00000   2 

  41.80000  180.00000   2 

   0.00000    0.00000   2 

   0.41800    0.00000   2 

   2.09000    0.00000   2 

   3.14000    0.00000   2 

   5.09000    0.00000   2 

# 20 

  16.70000    0.00000   2 

   1.05000    0.00000   3 

   1.26000    0.00000   3 

   1.30000    0.00000   3 

   2.53000    0.00000   3 

   2.93000    0.00000   3 

   3.19000    0.00000   3 
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   3.65000    0.00000   3 

   3.77000    0.00000   3 

   3.90000    0.00000   3 

# 30 

   4.18000    0.00000   3 

   4.69000    0.00000   3 

   5.44000    0.00000   3 

   5.92000    0.00000   3 

   7.69000    0.00000   3 

   8.62000    0.00000   3 

   9.50000    0.00000   3 

   0.00000    0.00000   4 

   1.00000  180.00000   6 

   1.00000    0.00000   6 

# 40 

   3.77000    0.00000   6 

END 

DIHEDRALH 

#  NPHIH: number of dihedrals involving H atoms in solute 

6 

#  IPH, JPH, KPH, LPH: atom sequence numbers 

#    of atoms forming a dihedral 

#  ICPH: dihedral type code 

#   IPH    JPH    KPH    LPH ICPH 

      1      2      3      4   30 

      7      4      5      6   30 

     15      7      8      9   30 

     13     10     11     12   30 

     14     15     16     17    2 

     14     15     16     17   32 

END 

DIHEDRAL #Modified according to Figure 2B 

#  NPHI: number of dihedrals NOT involving H atoms in solute 

19 

#  IP, JP, KP, LP: atom sequence numbers 

#     of atoms forming a dihedral 

#  ICP: dihedral type code 

#    IP     JP     KP     LP  ICP 

      2      3      4      5   18 #Last value set to 17 

      2      3      4      7   17 

     13      3      4      5   17 

     13      3      4      7   34 #Last value set to 22 

      2      3     13     10   17 

      4      3     13     14   17 

      4      3     13     14   34 #Last value set to 22 

      3      4      7      8   17 

      3      4      7     15   34 #Last value set to 22 

      5      4      7      8   18 #Last value set to 17 

# 10 

      5      4      7     15   17 

      4      7     15     14   17 

      4      7     15     14   34 #Last value set to 22 

      4      7     15     16   17 

      8      7     15     16   18 #Last value set to 17 

     11     10     13     14    5 

     11     10     13     14   37 

      3     13     14     15   29 #Last value set to 22 

     13     14     15      7   29 #Last value set to 22 

END 

CROSSDIHEDRALH 

#  NPHIH: number of cross dihedrals involving H atoms in solute 

0 

#  APH, BPH, CPH, DPH, EPH, FPH, GPH, HPH: atom sequence numbers 

#    of atoms forming a dihedral 

#  ICCH: dihedral type code 

#   APH    BPH    CPH    DPH    EPH    FPH    GPH    HPH ICCH 

END 

CROSSDIHEDRAL 
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#  NPPC: number of cross dihedrals NOT involving H atoms in solute 

0 

#  AP, BP, CP, DP, EP, FP, GP, HP: atom sequence numbers 

#     of atoms forming a dihedral 

#  ICC: dihedral type code 

#    AP     BP     CP     DP     EP     FP     GP     HP  ICC 

END 
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Abstract 

Monomeric Agaricus meleagris pyranose dehydrogenase (AmPDH) belongs to the glucose–
methanol–choline (GMC) family of oxidoreductases and carries a FAD cofactor, which is 

covalently tethered to His-103. AmPDH (di)oxidizes mono- and polysaccharides occurring during 

lignin degradation, making it interesting for sugar transformations in the food- and pharmaceutical 

industry or for bioelectrochemical applications. To date, little is known about structure–dynamics–
function relationships of active site residues in AmPDH, hampering its rational engineering 

towards the desired applications. To tackle this problem, eight active site variants were generated, 

heterologously expressed in Pichia pastoris, characterized by biochemical, biophysical, and 

computational means, and compared to the wild type. The covalent linkage to FAD was disrupted 

only in variant H103A, which resulted in a 29 mV decrease in reduction potential. Steady-state 

kinetics revealed that His-512 is the sole catalytic base, while Gln-392, Tyr-510, Val-511, and His-

556 are important for substrate binding. Molecular dynamics (MD) simulations and free energy 

calculations reproduced experimental Km values and predicted D-glucose oxidation sites, which 

were validated by GC-MS measurements and culminated in an adapted D-glucose oxidation scheme 

for AmPDH. Stopped-flow analysis revealed that AmPDH equally prefers C2 and C3 oxidized 

substrates, which is consistent with its substrate promiscuity. For variant H556A, a decrease in the 

reductive half-reaction by almost three orders of magnitude and in reduction potential by an 

estimated 8 mV indicated the importance of His-556 for sugar oxidation. The oxygen reactivities 

for H556A and H103A were increased 3.7- and 4.1-fold, which was attributed to steric and 

electrochemical effects. 
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5.1 Introduction 

The oxidoreductase pyranose dehydrogenase from the litter decomposing fungus Agaricus meleagris 

(AmPDH; EC 1.1.99.29; PDB code 4H7U) is a glycoprotein with approximately 65 kDa carrying 

a monocovalently linked FAD cofactor [1]. The level of glycosylation depends on its source, 

ranging from about 7% (Agaricus meleagris) [2] to 30% (Pichia pastoris) [3]. Together with aryl-alcohol 

oxidase (AAO) [4], choline oxidase (CHO) [5], glucose 1-oxidase (GOX) [6], and pyranose 2-

oxidase (P2O) [7], amongst others, AmPDH belongs to the structural family of glucose–methanol–
choline (GMC) oxidoreductases [1,8]. PDH was initially identified in the fungi Agaricus bisporus [9] 

and Macrolepiota rhacodes [10], however, PDH from Agaricus meleagris [11] is best characterized to 

date. Although AmPDH can oxidize many different carbohydrates, D-glucose (GLC) is one of its 

favored substrates as judged by its catalytic efficiency [2]. Studies on the preferred oxidation sites 

revealed that AmPDH is able to (di)oxidize mono- and polysaccharides at C1–C4 [11–14], and 

molecular dynamics (MD) simulations suggested an oxidation mechanism for the preferred 

substrate D-glucose [15]. This extraordinarily broad substrate promiscuity as well as its molecular 

properties [2] make AmPDH interesting for sugar transformations in the food- and pharmaceutical 

industry as well as for bioelectrochemical applications [1]. 

Producing PDH in Agaricus meleagris takes approximately six weeks and yields only a few mg of 

pure enzyme [2]. In order to provide sufficient amounts within a short period of time several 

attempts to heterologously express AmPDH in Aspergillus spp. [16], Escherichia coli, and Pichia pastoris 

[3] were made. P. pastoris proved to be the heterologous expression host of choice as judged by the 

highest yields of intact enzyme and its short cultivation time of about one week. This paved the 

way to elucidate the crystal structure of AmPDH (PDB code 4H7U) [17] as well as to probe its 

oxygen reactivity [18] and the covalent FAD linkage [19]. With the available crystal structure, in 

silico studies were conducted to investigate the reaction mechanism [15] and binding free energies 

of all 32 possible aldohexopyranoses [20] by means of molecular dynamics (MD) simulations. 

Previous characterizations of AmPDH have either focused on the wild-type AmPDH [2,17] or on 

identifying variants with increased oxygen reactivity employing a semi-rational approach coupled 

with high-throughput screening [18]. Only the variant with the highest oxygen reactivity identified 

in the latter study [18] was subject to a more detailed biochemical and biophysical analysis [19]. The 

current work represents the first comprehensive rational investigation of the most important active 

site amino acids in AmPDH (Figure 1) [15,17,18]. The aim of the study was to obtain a detailed 

understanding of structure-function relationships of the active site in AmPDH. This should 

ultimately direct novel approaches to better engineer AmPDH towards the desired applications. 

Moreover, the appreciation of these fundamental principles in AmPDH could possibly be extended 

to other related GMC oxidoreductases. 
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Figure 1: Active site of pyranose dehydrogenase from Agaricus meleagris (AmPDH; PDB code 4H7U) with 
bound Ƣ-D-glucose (GLC) according to pose A (see materials and methods for more information on binding poses). 
GLC coordinates from the closely related pyranose 2-oxidase (TmP2O) from Trametes multicolor (PDB code 
3PL8) were grafted into AmPDH after superimposing the X-ray structures of both enzymes. Atom-coloring scheme: 
carbon (beige, protein; yellow, FAD; white, ligand), nitrogen (blue), and oxygen (red). The figure was generated 
using PyMOL (http://www.pymol.org/). 

 

Previous studies on AmPDH suggested that both active site histidines (His-512 and His-556) 

potentially act as catalytic base [15,18] and that mutational studies on Gln-392, Tyr-510, and Val-

511 would affect GLC binding and product formation [15]. To test these hypotheses, active site 

variants Q392A, Y510A, V511F, V511W, H512A, H556A, and H556N were generated by site-

directed mutagenesis. Additionally, the covalent linkage between His-103 and FAD was disrupted 

in variant H103A to probe the influence of the covalent bond on the enzyme. The variants were 

heterologously expressed in P. pastoris as reported previously [3,18] and purified according to a 

http://www.pymol.org/
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purification protocol that was adapted from Sygmund and coworkers [3] and utilizes a newly 

introduced hexahistidine-tag (His6-tag). 

Introducing mutations into a protein possibly disrupts the overall structure and decreases its 

stability [21]. Therefore, the secondary structure and thermostability of every variant was tested by 

electronic circular dichroism (ECD) spectroscopy [22] and ThermoFAD measurements [23], 

respectively, and compared to AmPDH. In the closely related P2O, mutational studies on amino 

acids not directly involved in the covalent attachment of FAD, still resulted in mixed populations 

of (non-)covalently bound flavin [24]. Consequently, AmPDH and all of its variants were tested 

for covalent flavinylation with TCA/acetone precipitation experiments [19,25]. It is known that 

covalently linked FAD has a significantly increased redox potential [26]. Consequently, the redox 

potential was determined for AmPDH as well as variant H103A and H556A – for the first time 

according to Massey’s method [27]. It is not exactly known to date, why flavoenzymes react with 

oxygen or not, however, even small changes – especially in the active site – can have significant 

effects [28–30]. Consequently, all generated active site variants were routinely tested for their 

oxygen reactivity with an Amplex Red/horseradish peroxidase based assay [18]. 

To probe whether both active site histidines in AmPDH can act as catalytic base [15,18] and if the 

other residues are involved in GLC binding [15], the apparent Km and kcat values were determined 

for the preferred substrate GLC. MD simulations and free energy calculations helped to explain 

the obtained Km values. For the first time, we could predict GLC oxidation sites for AmPDH and 

its variants by MD simulations and validate them via GC-MS measurements. Finally, rapid reaction 

experiments elucidated the preference of AmPDH for C2 or C3 oxidized substrates as well as the 

effects of mutation H556A on both half-reactions. 
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5.2 Materials and Methods 

5.2.1 Chemicals and vectors 

All chemicals were of the highest available purity and purchased from Sigma Aldrich (St. Louis, 

MO, USA), VWR (Radnor, PA, USA) and Roth (Karlsruhe, Germany). Primers were ordered from 

LGC Genomics (Vienna, Austria) or Sigma Aldrich (Austria, Vienna). Restriction endonucleases, 

T4 DNA ligase, and Phusion polymerase were from Thermo Fisher Scientific Biosciences (St. 

Leon-Rot, Germany). GoTaq polymerase was purchased from Promega (Madison, WI, USA). 

Zeocin and the pPICZB vector were obtained from Invitrogen (Carlsbad, CA, USA). The 2-keto-

GLC standard, meso-erythritol, LC-MS grade distillated water, ethoxylamine hydrochloride, water-

free pyridine, and N-methyl-N-(trimethylsilyl)trifluoroacetamide (MSTFA) with 1% 

trimethylchlorosilane (TMCS) in water-free pyridine were purchased from Sigma Aldrich (Vienna, 

Austria). 

 

5.2.2 Strains and media 

Strains and media used for this study were essentially the same as previously reported [18]. In short, 

Escherichia coli strain NEB5Ư was obtained from New England Biolabs (Ipswich, MA, USA) and 
Pichia pastoris strain X33 from Invitrogen (Carlsbad, CA, USA). YPD plates contained 20 g/L 

peptone from casein, 10 g/L yeast extract, 4 g/L GLC, 15 g/L agar, ad 100 mg/L Zeocin. LB low-

salt (LB-LS) plates contained 10 g/L peptone from casein, 5 g/L yeast extract, 10 g/L NaCl, 15 

g/L agar, and 25 mg/L Zeocin. For fermentations, the basal salts medium with 4.35 mL/L PTM1 

trace salts was used, which is described in detail by Invitrogen or in [18]. 

 

5.2.3 Plasmid construction for expression in P. pastoris 

A modified purification approach as reported previously [3,18] was adopted to purify active site 

variants, which involved affinity chromatography using a hexahistidine-tag (His6-tag). When 

expressing the protein of interest with the original pPICZB plasmid from Invitrogen, a myc-epitope 

followed by a His6-tag is added to the C-terminus of the protein. In order to alter the protein of 

interest as little as possible, the pPICZB plasmid was slightly modified for this study. When using 

the primer-pair pPICZB-6His-fw and pPICZB-6His-XbaI-rv (see Table S1) the myc-epitope was 

removed by following the DpnI-method [31], creating pPICZB-His6. The PCR-product was 

purified from an agarose gel, digested with DpnI for 2 h at 37°C for degradation of methylated 

template-DNA. After another purification step, the pPICZB vector void of the myc-epitope was 

transformed into chemically competent E. coli NEB5Ư. Positive transformants were selected on 
LB-LS plates containing Zeocin and subsequent sequencing. The confirmed plasmid was amplified 

in E. coli NEB5Ư, purified, and stored at -20°C. 
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The Agaricus meleagris pdh1 (ampdh) gene in the pPICZB vector as utilized by Krondorfer et al. [18] 

was amplified with the primer-pair AmPDH-NotI-fw and AmPDH-XbaI-rv (see Table S1), thereby 

introducing a 3’-NotI- and a 5’-XbaI-restriction site. The purified product was digested with the 

endonucleases NotI and XbaI, and ligated into the equally treated pPICZB-His6 vector, yielding 

pPICZB-His6-AmPDH, which was transformed into chemically competent E. coli NEB5Ư. Positive 
transformants were selected on LB-LS plates containing the selection marker Zeocin and 

subsequent sequencing. An E. coli NEB5Ư colony containing the verified plasmid was proliferated, 

the pPICZB-His6-AmPDH purified and finally stored at -20°C. 

The active site mutations H103A, Q392A, Y510A, V511F, V511W, H512A, H556A, and H556N 

were each introduced into a separate pPICZB-His6-AmPDH vector by site-directed mutagenesis 

as described earlier in this section. The overlapping primer pairs for introducing the respective 

mutation were H103A-fw/H103A-rv, Q392A-fw/Q392A-rv, Y510A-fw/Y510A-rv, V511F-

fw/V511-rv, V511W-fw/V511-rv, H512A-fw/H512A-rv, H556Afw/H556A-rv, H556N-

fw/H556N-rv (see Table S1). The mutations were verified by sequencing. Plasmids with the 

correct mutation were linearized with PmeI at 37°C for 2 h, purified, and transformed into electro-

competent P. pastoris X33. Positive transformants were selected on YPD plates containing Zeocin. 

Additionally, plasmid integration was tested by colony PCR, for which the universal primers 5’-
AOX1 and 3’-AOX1 were utilized. 

 

5.2.4 Protein expression and purification 

The wild-type Agaricus meleagris PDH1 (AmPDH) and the H556A variant were produced as 

described in [3] but in a 42-L computer-controlled stirred tank reactor (Applikon, Schiedam, The 

Netherlands) with an initial volume of 20 L basal salts fermentation medium. The variants H103A, 

Q392A, Y510A, V511F, V511W, H512A, and H556N were produced as described previously [18] 

in a 7-L computer-controlled fermenter (MBR, Wetzikon, Switzerland) with an initial volume of 4 

L basal salts fermentation medium. 

AmPDH and H556A were purified at room temperature according to a 4-step purification scheme 

(Table 1): first, the volume of the fermentation supernatant was reduced by a factor of 

approximately 10 by cross-flow filtration (Microza ultrafiltration module, Pall Austria Filter 

GmbH, Vienna, Austria) through a membrane with a 10-kDa cutoff. 

The concentrate was subsequently purified by immobilized metal affinity chromatography (IMAC) 

with a Ni2+-charged Chelating Sepharose Fast Flow column (65 mL; flow rate 10 mL min-1; GE 

Healthcare, Little Chalfont, UK), equilibrated with 100 mM potassium phosphate buffer pH 7.0, 1 

M NaCl, and 5 mM imidazole. After a washing step of 3 column volumes (CV), AmPDH or H556A 

were eluted with a linear gradient from 5 to 500 mM imidazole. Fractions with PDH activity were 

pooled. This step is depicted as IMAC I in Table 1. 
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(NH4)2SO4 was added to the pooled IMAC I-fractions to 40% saturation and loaded on a Phenyl 

Sepharose Fast Flow column (200 mL; flow rate 10 mL min-1; GE Healthcare) equilibrated with 50 

mM potassium phosphate buffer (pH 6.5, 40% saturation (NH4)2SO4). After washing the column 

with 3 CV of the same buffer, AmPDH or H556A were eluted with a linear gradient of starting 

buffer to 50 mM potassium phosphate buffer (pH 6.5) in 1 CV. Fractions with PDH activity were 

pooled. This step is depicted as HIC in Table 1. 

As a polishing step, a second IMAC purification (IMAC II in Table 1) was conducted: the pooled 

HIC-fractions were loaded on 1-4 in series connected HisTrap HP columns (5 mL each; flow rate 

2 mL min-1, GE Healthcare) equilibrated as for IMAC I. For washing and elution, the same 

condition as for IMAC I were applied. Fractions with PDH activity were pooled. 

The variants H103A, Q392A, Y510A, V511F, V511W, H512A, and H556N were purified with a 

combination of HIC and IMAC II (depicted IMAC in Table 1) as described above.  

For all purified enzymes, imidazole from the last IMAC step was removed by ultrafiltration through 

a membrane of 10-kDa cutoff (Amicon Ultra Centrifugal Filter Device; Millipore; Billerica, MA, 

USA). The purified and concentrated enzymes were washed three times with 10 mL 50 mM 

potassium phosphate buffer pH 7.0. As reported previously [17,18], AmPDH is mainly isolated in 

its reduced form. To fully oxidize AmPDH and its variants, the enzymes were re-oxidized with 5 

mM 2,6-dichlorophenol-indophenol (DCIP). The solution was then passed through a PD-10 

Desalting Columns (GE Healthcare) equilibrated with 50 mM potassium phosphate buffer pH 7.0 

to remove DCIP. Then, the solution was sterile-filtered by passing through a membrane with a 

0.22-µm cutoff (Merck Millipore, Darmstadt, Germany) and finally diluted in sterile potassium 

phosphate buffer pH 7.0 to a protein concentration of approximately 20–50 mg mL-1. Aliquots of 

100 µL were shock-frozen in liquid nitrogen and stored at -80°C. All variants were stored at 4°C 

after sterile-filtration. 

 

5.2.5 Enzyme activity assay and molecular properties 

PDH activity was determined by following the reduction of the ferrocenium ion at 300 nm and 

30°C for 3 min as described previously [32] with the following adaptions: the standard reaction 

mixture contained 50 µmol sodium phosphate buffer pH 7.5, 25 µmol GLC, and 0.2 µmol of 

ferrocenium hexafluorophosphate. Protein concentrations were determined according to Bradford 

with a pre-fabricated assay (BioRad, Hercules, CA, USA). SDS-PAGE and enzymatic 

deglycosylation with PNGase F were conducted as described previously [2,18]. 

Determination of molar absorption coefficients for AmPDH, H103A, and H556A were conducted 

with an adapted protocol as reported previously [24]. In brief, the enzyme solution was diluted in 

50 mM potassium phosphate buffer pH 7.0 to an absorbance at 450 nm of about 2.5. To 100 µL 

of that solution, either 900 µL of the same buffer (for spectra of intact enzyme) or 900 µL of 6 M 
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guanidine HCl (for spectra of denatured enzyme) were added. Concentrations of free FAD released 

from the denatured enzymes were determined in triplicates based on the free FAD molar 

absorption coefficient (Ƴ450 = 1.1 × 104 M-1 cm-1). The extinction coefficient of FAD bound to 

following enzyme subunits were: Ƴ463 = 9.5 × 103 M-1 cm-1 for AmPDH, Ƴ460 = 1.2 × 104 M-1 cm-1 

for H103A, and Ƴ465 = 1.1 × 104 M-1 cm-1 for H556A. The low Ƴ463 for AmPDH suggests a 

deprotonated flavin N3-atom [25,33]. 

 

5.2.6 Electronic circular dichroism spectroscopy 

To monitor the overall fold and secondary structure elements and compare them to AmPDH, far 

UV Electronic circular dichroism (ECD) spectra were recorded as described previously [19]. ECD 

spectra of AmPDH and variants were recorded from 180 to 260 nm on a Chirascan CD 

Spectrophotometer (Applied Photophysics, Leatherhead, UK) which was flushed with nitrogen. 

The cuvette pathlength was 1 mm, the spectral bandwidth was set to 3 nm and the scan time per 

point to 10 s. The protein concentration was adjusted to approximately 4 µM with 50 mM 

potassium phosphate buffer pH 7.0. 

 

5.2.7 ThermoFAD 

ThermoFAD measurements were conducted to elucidate the thermal unfolding temperature Tm, as 

reported [23] utilizing the increased intrinsic fluorescence of the FAD cofactor upon thermal 

protein denaturation. Two replicas were measured, each containing 25 µL with 65 µM AmPDH or 

the respective variant in 40 mM Britton-Robinson buffer (pH 2–9, in steps of 1 pH units). Heating 

of samples was conducted from 20–95°C in steps of 0.5°C s-1 with an iCycler Thermal Cycler 

equipped with an MyiQ Real-Time PCR Optical Module (BioRad, Hercules, CA, USA), and the 

corresponding fluorescence was recorded. Tm  was determined from the maximum of the first 

derivative of the obtained sigmoidal curve [23,34]. 

 

5.2.8 TCA/acetone precipitation 

To determine whether FAD was covalently attached to the polypeptide, a solution of oxidized 

enzyme with an absorbance (450 nm) between 0.1-0.3 was prepared in 50 mM potassium 

phosphate buffer pH 7.0, and the oxidized spectrum was subsequently recorded from 250 to 650 

nm with a U-3000 spectrophotometer (Hitachi, Tokyo, Japan). Precipitation was conducted as 

reported previously [18], by mixing the double-concentrated protein solution with 10% (v/v) TCA 

and 40% (v/v) acetone and incubation for 10 min on ice. After centrifugation at 13,000 rpm and 

4°C for 5 min, the spectrum of the supernatant was recorded to identify the presence on 

noncovalently bound FAD. 
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5.2.9 Steady-state kinetics 

Apparent kinetic constants for the electron donor GLC were measured utilizing the standard Fc+ 

assay. Data for Fc+ was collected in 100 mM borate buffer pH 8.5 and the concentration of the 

electron donor GLC was adjusted according to the Km value of the corresponding variant: 25 mM 

(nsAmPDH, recAmPDH, and AmPDH), 50 mM (H103A, Q392A, and V511W), 250 mM 

(Y510A), and 500 mM (H556A, H556N, and V511F). The obtained data were fitted to the 

Michaelis-Menten equation by non-linear least squares regression with Sigma Plot 11 (Systat 

Software, Chicago, IL, USA), from which the kinetic constants were derived. 

 

5.2.10 Molecular dynamics simulations and free energy calculations 

The structure preparations were essentially performed as reported previously [15]. In short, two 

different binding poses (pose A and B) of GLC were considered, differing in a rotation of 180° 

about the axis defined by a line running through a point midway between the GLC atoms C5 and 

O5, and a point midway between atoms C2 and C3, allowing for GLC oxidation at C2 or C3. Only 

two protonation states of the active site histidines were considered, which had the most favorable 

binding energies and highest ligand stabilities of GLC in AmPDH in a previously reported 

comparison of the protonation states [15]. For pose A (as shown in Figure 1), His-512 and His-

556 were both fully protonated (protonation state PP); for pose B, His-512 was fully protonated 

and His-556 was in its neutral state with a proton at NƳ (protonation state PN). For in silico 

mutations to more bulky side chains (V511F and V511W), rotamers most similar to the wild-type 

were selected. During the 10 ns simulations, the side chains of those variants could rotate and 

adopt new conformations. For in silico mutations to less bulky residues, the atom positions of the 

side chains were derived from the wild-type. 

The simulation setup was performed similarly as reported earlier [15]. The MD simulations were 

conducted with the GROMOS 11 software package [35] employing the 53A6 force field [36] in 

explicit solvent within a rectangular, periodic, and pre-equilibrated box of SPC water [37]. After 

energy minimization and equilibration [38], two independent 10 ns production runs (md1 and md2) 

were performed at constant pressure (1 atm) and temperature (300 K) by using the weak-coupling 

scheme [39] with coupling times of 0.5 and 0.1 ps, respectively. The isothermal compressibility was 

set to 4.575 × 10-4 kJ-1 mol nm3, and two separate temperature baths were used for solute and 

solvent. The SHAKE algorithm was applied to constrain bond lengths [40] for solute and solvent 

allowing for 2-fs time-steps. Nonbonded interactions were calculated using a triple range scheme. 

Interactions within a short-range cutoff of 0.8 nm were calculated at every time step from a pair 

list that was updated every fifth step. At these points, interactions between 0.8 and 1.4 nm were 

also calculated explicitly and kept constant between updates. A reaction field [41] contribution was 

added to the electrostatic interactions and forces to account for a homogenous medium outside 



Chapter 5 

97 

the long-range cutoff using a relative dielectric constant of 61 as appropriate for the SPC water 

model [42]. Coordinate and energy trajectories were stored every 0.5 ps for subsequent analysis. 

Binding free energies (Gbind) relative to AmPDH (Gbind) were estimated from experimental Km 

values (ΔΔGbind
exp

) according to 

ΔΔGbind
exp  = kBT ln [Km

variant Km
AmPDH⁄ ]    equation 1 

where kBT is the Boltzmann constant multiplied with the absolute temperature, or calculated from 

MD simulations (ΔΔGbind
sim ) by employing the linear interaction energy (LIE) method [43] according 

to the following equation [44] 

ΔGbind
sim  = β (ۃVlig-sur

EL Vlig-surۃ - proteinۄ
EL Vlig-surۃ) free) + Ưۄ

VdW Vlig-surۃ - proteinۄ
VdW  free) equation 2ۄ

where angular brackets indicate ensemble averages, calculated over a simulation of the substrate 

bound to the protein (protein) or free in solution (free). Vlig-sur
EL  and Vlig-sur

VdW  represent the ligand-

surrounding electrostatic and van der Waals interactions, respectively.  and  are parameters of 

the LIE equation. ΔΔGbind
sim  was obtained by subtracting ΔGbind

sim  of wild-type AmPDH from ΔGbind
sim  

of the respective variant. The different poses (pose A and B) and runs (md1 and md2) were 

averaged as described in [45]. 

 

5.2.11 GC-MS measurements of GLC reaction products 

Stock solutions of glucose, 2-keto-GLC and meso-erythritol were prepared by dissolving 

appropriate amounts of solid standard in LC-MS grade water in amber LC vials and kept at -40°C. 

Working solutions were prepared daily by diluting the stock solution in LC-MS grade water. 

Ethoxymation solution was prepared daily by dissolving 18.7 mg of ethoxylamine hydrochloride in 

1 mL water-free pyridine. A nonpolar HP-1MS column (60 m length × 250 µm i.d. × 0.25 µm 

thickness film, 100 % dimethylpolisiloxane), and a guard column (5 m length × 320 µm i.d. without 

stationary phase) from Agilent Technologies (Santa Clara, CA, USA) were used for separation. EZ-

2 Envi SpeedVAC from Genevac Inc (Stone Ridge, NY, USA) was used for drying the standards 

and samples. Gas chromatography–mass spectrometry (GC-MS) was carried out with an Agilent 

Technologies GC-EI-MS machine consisting of an Agilent Technologies 7820A gas 

chromatograph and an Agilent Technologies 5975 mass selection detector. Gas chromatography 

in combination with chemical ionization time of flight mass spectrometry (GC-CI-ToFMS) was 

conducted on an Agilent Technologies 7200 GC-MS. Sample preparation and derivatization was 

adopted from [46]. 

The derivatization product solution was kept at 4°C in an auto-sampler, of which 1 µL was injected 

into a nonpolar HP-1MS column with an Agilent Technologies guard column with pulsed injection 

mode at 30 psi. The temperature of the injector and the transfer line were kept constant at 250°C 
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and 280°C, respectively. Helium gas (99.9999% purity grade ) was used as carrier gas with a flow 

rate of 1.2 mL min-1 in constant flow mode. The column oven was kept at 70°C for 1 min and 

heated up to 200°C (20°C min-1), then increased to 240°C (2.5°C min-1), and finally to 310°C (20°C 

min-1) where it was kept for 1 min to re-condition the column. For GC-CI-QToFMS, temperature, 

pressure of methane gas, emission current, electron energy as well as QToFMS parameters were 

optimized as reported previously [47]. The mass range in both cases was scanned from 70 to 700 

amu. An n-alkane (C8-C40) retention index in ethoxylamine and MSTFA solution was injected into 

GC-EI-MS in order to calculate the modified retention indices according to [48]. Cross-check mass 

fragmentation, pathway of electron ionization mass spectra, and chemical ionization was carried 

out with Mass Frontier version 7.0 SP1 (Thermo Scientific, USA). Quantification of 2-keto-GLC 

was carried out with external standards. For 3-keto-GLC and 2,3-diketo-GLC no standards were 

commercially available. Therefore, semiquantitative detection was performed by comparing the 

peak areas of the corresponding derivatization-products with 2-keto-GLC at the same mass to 

charge ratio. 

 

5.2.11.1 Measurement of GLC reaction products via GC-EI-MS and GC-CI QToFMS 

A total ion chromatogram of a sample analyzed by GC-EI-MS is presented in the Figure S1A. The 

standard electron ionization (70 eV) mass spectra of the two-step derivatization product of 2-keto-

GLC was confirmed via standard EI mass spectra with low resolution, which gave an m/z of 552.4 

(M+, <1%), 537.4 ([M-CH3]+,5%), 417.2 (5%), 347.2 (18%), 307.2 (40%), 277.1 (12%), 246.1 (5%), 

217.1 (60%), 147.1 (35%), 103.1 (65%),  and 73.1 (100%, trimethylsilylium ion). Mass spectra of 

the two-step derivatization product of 2-keto-GLC was successfully cross-checked with published 

data [49]. In addition, the fragmentation pathway of the two-step derivatization products of 2-keto-

GLC and 3-keto-GLC were predicted with Mass Frontier version 7.0SP1 from Thermo Scientific 

(CA, USA). For 3-keto-GLC, the mass spectrum of the two-step derivatization products was 

similar to 2-keto-GLC, except for one fragment derived from 3-keto-GLC with an m/z of 174.1, 

which differed significantly between two isomers. With this fragment and the protonated ion in 

methane, chemical ionization spectra were used to screen for this compound in the enzyme 

reactions. However, a high degree of fragmentation during electron ionization and unspecific 

fragments in standard electron ionization were observed, preventing the distinction between 2-

keto-GLC and 3-keto-GLC by only EI or CI mass spectra. Because of the lack of commercially 

available standards for 3-keto-GLC and 2,3-diketo-GLC, the discrimination between the different 

keto-GLC derivatives was only possible by combining chemical ionization mass spectra and 

electron ionization mass spectra with the fragmentation pathway. The molecular formula 

generation (MFG) was calculated via the compound identification function in the MassHunter 

software. Elements (C, N, O, and Si) and number of atoms were limited in accordance with 

derivatization products of mono- and diketo-GLC. 
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The chemical formula of the derivatization product of 2-keto-GLC and 3-keto-GLC is 

C22H52O6N2Si4 with an accurate mass of 552.2897 Da, and C21H47O6N3Si3 for 2,3-diketo-GLC with 

an accurate mass of 521.2767 Da. The m/z of the compounds was increased by 1.0080 Da after 

ionization by methane as chemical reagent gas. The theoretical isotopologue fractions of 

derivatization product ions of mono- and diketo-GLC were calculated via enviPat 

(http://www.envipat.eawag.ch/index.php). High-resolution spectra of exthoxymation-

trimethylsilylation of mono- and diketo-GLC employing methane gas ionization are shown in 

Figure S1B. For the investigated mono- and diketo-GLC, the mass accuracy of the quasi-molecular 

ion was below 10 ppm and the experimental isotopologue fractions were in agreement with the 

theoretical mass (Table S2). Identification of 2,3-diketo-GLC was accomplished by its retention 

time during chromatography. In addition, the molecular formula generation function in qualitative 

MassHunter software with atoms filter C, H, N, O and Si was set to 19-23, 47-55, 2-4, 5-8, and 2-

5, respectively. The comparison of selected compounds with the molecular formula generation was 

carried out not only by m/z and isotopologue fraction but also according to the space between the 

isotopic pattern. The match scores were 93.9 and 96.4 for mass and isotopologue fraction 

distribution, respectively. Figure S1C shows the theoretical and experimental isotopologue 

fractions for 2,3-diketo-GLC. 

 

5.2.12 Rapid reaction experiments 

Reactions were carried out similarly as described previously [50]. In short, 50 mM potassium 

phosphate buffer pH 7.0 at 4°C, a TgK Scientific model SF-61DX or a TgK Scientific model SHU-

61SX2 (TgK Scientific, Bradford-on-Avon, UK) stopped-flow spectrophotometer in single-mixing 

mode and a dead-time of 2 ms were used. The stopped-flow instrument was made anaerobic by 

flushing the flow system with an anaerobic buffer solution containing 0.5 mg/mL dithionite in 50 

mM potassium phosphate buffer pH 7.0 and equilibrated in that solution over night. Before starting 

the experiments, the flow system of the instrument was washed three times with anaerobic 50 mM 

potassium phosphate buffer pH 7.0. 

The enzymes obtained from purification contained partially reduced populations. To prepare fully 

oxidized enzymes, 5 mM 2,6-dichlorophenol-indophenol (DCIP) was used as described at the end 

of section 5.2.4. To prepare a reduced enzyme solution, an anaerobic oxidized enzyme solution 

was stoichiometrically reduced in an anaerobic glove box with a 300 µM GLC solution in potassium 

phosphate buffer pH 7.0, which was monitored spectrophotometrically. All substrate 

concentrations used were more than 5-fold excess of the enzyme concentration (30 µM) to ensure 

pseudo-first order conditions. 

To study the kinetic reduction of wild type AmPDH by sugar substrates, the reaction was 

performed aerobically, because the enzyme has previously been shown to be reoxidized very slowly 

with oxygen [17]. Anaerobic conditions were used for stopped-flow experiments of variant H556A, 
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which was shown to have a 3.7-fold elevated oxygen reactivity compared to AmPDH (see section 

5.3.7). Reoxidation experiments with 1,4-benzoquinone were also performed anaerobically to 

prevent side-reactions of 1,4-benzoquinone with oxygen. 

Observed rate constants (kobs) were calculated from exponential fits to kinetic traces using the 

software Kinetic Studio (TgK Scientific, Bradford-on-Avon, UK) and Program A (Rong Chang, 

Jung-yen Chiu, Joel Dinverno, and D.P. Ballou, University of Michigan, MI, USA). Obtained kobs 

values were plotted against the substrate concentrations and the apparent bimolecular rate constant 

(kapp) was calculated from the slope. Simulations were performed by numerical methods with 

Runge-Kutta algorithms implemented in the software Berkeley Madonna 8.3 (University of 

Berkley, CA, USA) with a time step of 2 × 10-4 s. The kinetic models utilized to simulate the 

reductive- and oxidative half-reaction are listed in the results section. 

 

5.2.13 Redox potential determination 

The redox potentials of AmPDH, H103A, and H556A were measured according to Massey’s 
method [27] using xanthine and xanthine oxidase as the reduction system [7,51]. The enzymes were 

fully oxidized with 5 mM 2,6-dichlorophenol-indophenol (DCIP) as described at the end of section 

5.2.4. Solutions of fully oxidized enzyme (AmPDH, H103A, or H556A), benzyl viologen, the 

standard dye, xanthine, and xanthine oxidase (side arm) were pipetted together to a final volume 

of 1 mL in a specially designed cuvette equipped with two side arms and a stopcock. Anaerobiosis 

was established by repeated cycles of evacuation and flushing with oxygen-free nitrogen. 

Afterwards, the reaction was started by adding xanthine oxidase from the side arm. The reduction 

was monitored by recording spectra with an Agilent Technologies 8453 diode array 

spectrophotometer (Santa Clara, CA, USA). 

Phenazine methosulfate (Em
o  = 80 mV) was used as standard dye for AmPDH. Enzyme and dye 

were monitored at 463 nm (AmPDH) and 387 nm (phenazine methosulfate) during their slow 

reduction over a period of approximately 8 h. AmPDH has no isosbestic point at 387 nm but a 

significant absorbance, which changes with altering redox-states of the enzyme. Phenazine 

methosulfate has a small absorbance at 463 nm, which hardly changes during the reduction process 

of the dye. Consequently, the absorbance at 463 nm and 387 nm had to be analyzed with respect 

to a mixed population of enzyme and dye. For this, following equations were used  

463 nm
E  cE + 463 nm

D  cD = A463 nm   equation 3 

387 nm
E  cE + 387 nm

D  cD = A387 nm   equation 4 

whereas superscript E abbreviates ‘Enzyme’ and D ‘Dye’ at the wavelength indicated in the 
subscript,  represents the extinction coefficient, c the (unknown) concentration. This system of 

two equations was solved to yield the concentration of the enzyme or dye. These concentrations 
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were subsequently used to calculate the ratio of reduced and oxidized species at various stages 

during the reduction process. Afterwards, the midpoint potential (Em
o ) of AmPDH was determined 

using the standard Nernst equation as described elsewhere [52]. 

For variants H103A and H556A, methylene blue (Em
o  = 11 mV) was used as standard dye. The 

variants and dye were monitored at 460 nm (H103A), 465 nm (H556A), and 664 nm (methylene 

blue), whereas the monitored absorbance of variant H103A or H556A did not interfere with the 

absorbance of the dye and vice versa. Consequently, the concentrations of dye and variant could be 

readily obtained by the absorbance at the indicated wavelength. For both variants, these 

concentrations were subsequently used to calculate the ratio of reduced and oxidized species at 

various stages during the reduction process. Since for both variants an intermediate species with 

an absorbance maximum of 422 nm (H103A) or 368 nm (H556A) was observed, which points 

towards the red semiquinone, subsequent calculations employing the standard Nernst equation [52] 

yielded the semiquinone/reduced enzyme half potential (E2
o'). E2

o' could be used to calculate Em
o  

for both variants according to following equations [51,53,54] 

E1
o' - E2

o' = 2 ሺ2.303 RT F⁄ ሻ log[ 2 M ሺ1 - Mሻ⁄ ]   equation 5 

E1
o' + E2

o' = 2 Em
o      equation 6 

where M = the maximum fraction of thermodynamically stable semiquinone formed, T = 298 K, 

Em
o  = the two-electron reduction potential, E1

o' = the oxidized enzyme/semiquinone half potential, 

and E2
o' = the semiquinone/reduced enzyme half potential. The amount of thermodynamically 

stable semiquinone (M) was quantified in mixtures with similar compositions as described above. 

In these mixtures, the standard dye was replaced by 50 µL of a 2 mM allopurinol solution, a potent 

xanthine oxidase inhibitor [55], which was pipetted into the second side arm of the cuvette. The 

xanthine and xanthine oxidase reduction system was stopped after semiquinone absorption reached 

its maximum (SQMAX) at 422 nm (H103A) or 368 nm (H556A) by adding the allopurinol solution 

from the side arm of the cuvette. The absorbance at 422 nm (H103A) or 368 nm (H556A) was 

recorded again after letting the reaction mixture stand at room temperature in the dark overnight 

(SQON). Finally, M was obtained by calculating SQON/SQMAX. 

 

5.2.14 O2 reactivity 

The steady-state oxygen reactivity for all purified enzymes was determined in quadruplicates with 

a fluorimetric Amplex Red/horseradish peroxidase assay as reported previously [18], utilizing the 

calibration curve as reported therein. In the current study, 25 and 100 µM of the electron donor 

GLC were used to compensate for rather high apparent Km values for GLC for some variants. The 

obtained oxygen reactivities were essentially the same for both GLC concentrations. Therefore, 

only oxygen reactivities for 25 µM GLC are reported here, which is in line with previously published 
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results [18]. The measured H2O2 generation (in min-1 mg-1 enzyme) was converted via the calibration 

curve into the oxygen reactivity, which is given in µM O2 min-1 mg-1 enzyme. 

 

5.3 Results and discussion 

5.3.1 Cloning, expression, and purification 

We chose six active site residues as targets for mutagenesis and structure / function studies based 

on the crystal structure of Agaricus meleagris PDH [17] (AmPDH; PDB code 4H7U) and on recent 

findings employing molecular dynamics (MD) simulations [15]: His-103, Gln-392, Tyr-510, Val-

511, His-512, and His-556 (Figure 1). These recent studies showed that the selected residues are 

involved in substrate binding (Gln-392, Tyr-510, Val-511, His-556), catalysis (His-512, His-556), 

or in covalently tethering the FAD cofactor to the protein (His-103). Site-directed mutagenesis [56] 

(primer pairs are listed in Table S1) to introduce alanine [57] or other, rationally selected amino 

acids was utilized to create variants for functional characterizations. In a previous in silico study [15] 

we proposed that the backbone oxygen atom of Val-511 is important for substrate binding. This 

motivated us to generate variants V511F and V511W, which both have bulky side chains. Both 

active site histidines (His-512 and His-556) were previously suggested to act as catalytic bases 

[15,17,18], however, these two histidines have not been studied in any detail. To this end, we 

generated alanine variants H512A and H556A. The closely related enzyme pyranose 2-oxidase from 

the fungus Trametes multicolor (TmP2O) carries an asparagine at position 593 [7,58], corresponding 

to the histidine at position 556 in AmPDH. Because this is the most striking difference in the active 

site architecture between TmP2O and AmPDH, we generated the asparagine variant H556N for 

AmPDH as well. Other variants that were studied in an alanine-scanning approach include H103A, 

Q392A and Y510A. 

All proteins were heterologously expressed using P. pastoris, which proved to be superior for the 

production of recombinant AmPDH to other microbial expression systems [3]. H103A, Q392A, 

Y510A, V511F, V511W, H512A, and H556N were produced in 5-L scale as reported previously 

[18], whereas wild-type recombinant AmPDH and H556A were obtained in 30-L scale in principle 

as described in [3]. Purification according to a novel purification scheme employing cross-flow 

filtration and immobilized metal affinity chromatography (IMAC) is described in detail in the 

materials and methods section, the corresponding purification data are presented in Table 1. 
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Table 1: Purification of recombinantly produced AmPDH and its variants. Abbreviations of purification steps: 
CE, crude extract, corresponding to the supernatant of the fermentation broth; UF, ultrafiltration in cross-flow mode 
with a membrane-cutoff of 10 kDa; IMAC, immobilized-metal affinity chromatography, where IMAC I depicts 
the capture step with a 65-mL column, and IMAC or IMAC II the polishing step with 5-mL columns; HIC, 
hydrophobic interaction chromatography with a 200-mL column. 

Variant 
Purification 

step 
Volume 

[mL] 
Protein 
[mg] 

Activity 
[U] 

Specific 
activity 
[U/mg] 

Recovery 
[%] 

Purification 
[-fold] 

AmPDHa 

CE 20,000 6,760 52,800 7.80 100 1.00 
UF 1,850 7,380 45,200 6.12 85.7 0.78 
IMAC I 18.0 819 30,300 37.0 57.4 4.74 
HIC 190 402 24,100 60.0 45.8 7.69 
IMAC II 5.00 360 16,800 46.7 31.9 5.99 

        

H103Ab 

CE 3,220 1,840 1,970 1.07 100 1.00 
HIC 310 431 2,260 5.24 115 4.90 
IMAC 1.50 174 1,830 10.6 93.3 9.88 

        

Q392Ab 

CE 3,040 1,870 4,340 2.32 100 1.00 
HIC 510 525 3,600 6.86 82.9 2.95 
IMAC 1.08 93.1 1,870 20.1 43.1 8.65 

        

Y510Ab 

CE 3,080 1,670 575 0.34 100 1.00 
HIC 350 344 319 0.93 55.5 2.70 
IMAC 0.94 35.8 211 5.88 36.7 17.1 

        

V511Fb 

CE 2,800 1,090 336 0.31 100 1.00 
HIC 565 435 186 0.43 55.5 1.38 
IMAC 0.50 7.78 31.8 4.08 9.45 13.2 

        

V511Wb 

CE 3,500 1,640 2,100 1.28 100 1.00 
HIC 500 441 2,260 5.13 108 4.00 
IMAC 0.82 52.8 710 13.5 33.9 10.6 

        

H512Ab 

CE 3,500 1,620 165 0.10 100 1.00 
HIC 214 361 4.45 0.01 2.71 0.12 
IMAC 1.00 20.8 0.02 0.00 0.01 0.01 

        

H556Aa 

CE 22,000 5,040 2,490 0.49 100 1.00 
UF 1,300 4,310 1,550 0.36 62.3 0.73 
IMAC I 100 483 1,370 2.83 54.8 5.72 
HIC 270 441 1,320 3.00 53.1 6.07 
IMAC II 7.50 410 1,070 2.60 42.8 5.25 

        

H556Nb 

CE 3,880 1,390 206 0.15 100 1.00 
HIC 410 240 80.5 0.33 39.1 2.27 
IMAC 1.00 32.5 55.6 1.71 27.0 11.6 

  a Produced in P. pastoris in 30 L scale as reported previously [3] 

  b Produced in P. pastoris in 5 L scale as reported previously [18] 

 

 



PDH – Experiments and Simulations 

104 

5.3.2 Molecular properties 

After chromatographic purification, fractions of highest purity were combined for each variant, 

resulting in a final pool with an apparent homogeneity of >98% as judged by SDS-PAGE (Figure 

2). AmPDH and all variants showed a broad smear around 90 kDa on SDS-PAGE. Deglycosylation 

with PNGase F under denaturing conditions resulted in one distinct band of about 64 kDa, 

indicating a degree of glycosylation of roughly 30%, which is in good agreement with previously 

published work [3,18]. This rather high degree of glycosylation is caused by glycan additions of the 

high-mannose type by P. pastoris [59], as AmPDH purified from its native source Agaricus meleagris 

has a sugar content of about 7% [2]. 

 

Figure 2: SDS-PAGE of AmPDH and its variants expressed in P. pastoris as reported previously [3,18] 
and purified by a novel purification scheme employing immobilized metal affinity chromatography (IMAC). Figure 
legend: M – molecular marker (Precision Plus Protein Standard, BioRad); G – glycosylated enzyme; D – 
deglycosylated enzyme (with PNGase F). 3–6 µg protein was loaded onto each lane. The band around 36 kDa in 
lanes depicted ‘D’ is derived from PNGase F, which was used for deglycosylation. 
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To assess the overall fold of the variants, far-UV ECD spectra were recorded and compared to 

wild-type recombinant AmPDH (Figure 3). All proteins show very similar far-UV ECD spectra, 

indicating that they have very similar secondary structure [22]. Consequently, the mutations did not 

affect proper protein folding. Distinct minima at 208 and 222 nm indicate a dominating Ư-helical 

content [22,60], which agrees nicely with secondary structure elements found in the PDH crystal 

structure [17]. 

 

  

Figure 3: Far-UV ECD spectra of 4 µM protein solutions in 50 mM potassium phosphate buffer at pH 7.0. 
For baseline correction, the ECD spectrum of 50 mM potassium phosphate buffer at pH 7.0 was subtracted from 
all protein ECD spectra. Numbering scheme for assigning AmPDH variants to the spectra, which were multiplied 
with the numbers in brackets to normalize the spectra to the 222 nm value of H103A: 1 – AmPDH (0.947); 2 
– H103A (1); 3 – Q392A (0.936); 4 – Y510A (0.979); 5 – V511F (1.066); 6 – V511W (1.226); 7 – 
H512A (0.845); 8 – H556A (1.017); 9 – H556N (0.949). To arrange the ECD spectra successively, the 
value 6 was added to spectrum 2 (H103A), 12 was added to spectrum 3 (Q392A), etc. 
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To investigate the effect of the introduced mutations on thermostability, the unfolding temperature 

(Tm) was determined with the ThermoFAD method [23] in the range of pH 2 to 9 (Figure 4). As 

indicated by Tm, all variants show their highest thermostability in the range of pH 5–6. A Tm value 

of 73.5°C was determined for recombinant wild-type AmPDH, which is in good agreement with 

previously published ThermoFAD data [19]. Interestingly, variant H103A has a Tm of 69.5°C, which 

is 5.7°C higher compared to the H103Y variant studied previously [19]. Apparently, the 

introduction of the bulkier tyrosine side chain at this position destabilizes the protein more 

significantly. The biggest decrease in Tm for all studied variants was observed for H512A (Tm = 

67.0°C), which is 6.5°C lower than the value of AmPDH, indicating an importance for His-512 in 

stabilizing the active site architecture. Tm values ranging from 68.8 to 71.8°C were determined for 

the other variants, indicating that the amino acid replacements chosen have no major effect of 

thermostability and do not destabilize any of the variants to an extent that makes further studies 

complex.  

 

 

Figure 4: Tm values obtained from ThermoFAD experiments of 65 µM AmPDH and its variants in 40 mM 
Britton-Robinson buffer (pH 2–9). The upper line (white circles) represents the Tm value of wild-type recombinant 
AmPDH, and the lower line (black circles) the variant indicated. Because of limited H512A amounts available, 
data could only be recorded for pH 2, 3, 5, 6, 7, and 9. Data shown are the mean value of at least two independent 
experiments ± SD. 
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Studies on the closely related enzyme TmP2O showed that active site variants can contain mixed 

populations of (non-)covalently bound FAD [24,61]. This is also true for amino acid replacements 

not involved in the covalent linkage as a result from a decrease of the overall positive charge around 

the flavin N1 region. Consequently, covalent FAD attachment was tested for all generated variants 

using protein precipitation with 10% trichloroacetic acid (TCA) and 40% acetone. Spectra of the 

protein solution before and after precipitation were recorded and are presented in Figure 5. 

 

 

Figure 5: TCA/acetone precipitation of AmPDH and its variants as indicated in the upper right corner of each 
plot. Initially, UV/VIS spectra of fully oxidized enzymes were taken (solid line). After adding 10% (v/v) TCA 
and 40% (v/v) acetone to the double-concentrated solution and incubation for 10 min on ice, UV/VIS spectra of 
the supernatant were recorded again (dashed lines). 

 

For variant H103A, lacking the covalent linkage to FAD, 89% of the protein released the FAD 

cofactor into the supernatant after precipitation. This percentage nicely agrees with variant H167A 

in TmP2O (also lacking the covalent linkage to FAD), for which 91% of the FAD was detected in 

the supernatant after precipitation [61]. For AmPDH and all other variants, <4% FAD was found 

in the supernatant, indicating covalently bound FAD cofactor. The UV-VIS spectra of the 

oxidized, non-precipitated enzyme solutions (black lines in Figure 5) show a hypsochromic (blue) 
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shift of the flavin peak at about 370 nm for all variants with a covalently attached FAD. This shift 

was observed previously for AmPDH [18] and indicates the 8Ư-substituted flavin [25,62], which in 

the case of PDH is an 8Ư-N3-histidyl-FAD [17,26]. Free FAD has a characteristic absorption peak 

at 450 nm [25], which is red-shifted in AmPDH and all variants. This bathochromic shift of the 

450 nm peak upon FAD integration into a protein has been described earlier e.g. for monomeric 

sarcosine oxidase [63], which is caused by more extended delocalization of the π-electron system 

of the aromatic ring system in FAD [64]. For H103A, the maximum of this absorption peak blue-

shifts from 460 to 450 nm after protein precipitation (from solid to dashed line in Figure 5), as 

expected for free FAD. 

The results presented in this section clearly demonstrate that the produced enzymes are of high 

purity, overall possess an identical fold as AmPDH, are stable, and show UV-VIS spectra 

characteristic for flavoproteins. 

 

5.3.3 Apparent steady-state kinetics: experiments rationalized by MD 

simulations and free energy calculations 

To probe whether an amino acid is involved in substrate binding or turnover, apparent steady-state 

constants were determined for the electron donor GLC and the electron acceptor ferrocenium 

(Fc+) (Table 2). For Fc+, variants can be classified in two groups: those with Km values similar to 

the wild-type (H103A, V511W, H556A), and those with a Km value that is at least twice as high 

(Q392A, Y510A, V511F, H556N). For all variants, the kcat values are between 20-40 s-1 and thus 

significantly lower than for the wild-type, with the exception of Q392A, which shows an elevated 

kcat
 of 111 s-1. Since the reductive half-reaction was described to be the main determinant for the 

catalytic efficiency of AmPDH [19], and because of the unknown Fc+ binding site as well as electron 

transfer path between the reduced enzyme and the electron acceptor, one should be careful in over-

interpreting the apparent steady-state kinetic data obtained for Fc+, and we therefore refrain from 

drawing any further mechanistic conclusions. 

In a next step, the apparent steady-state kinetics for GLC was analyzed in detail. Studies employing 

molecular dynamics simulations [15] and semi-rational protein engineering [18] suggested that the 

active site histidines His-512 and His-556 can act both as catalytic base during GLC oxidation. 

H512A shows roughly a 10-fold increase in Km (Km,Glc of 6.19 mM) and a 41,200-fold lower kcat 

(kcat,Glc of 0.001 s-1) compared to recombinant wild-type AmPDH, indicating its functional 

importance. These values are in perfect agreement with studies on the H548N variant of closely 

related TmP2O, where His-548 corresponds to His-512 in PDH: for H548N, Km,Glc from 0.72 to 

1.10 mM, whereas kcat,Glc was dramatically reduced 46,000-fold compared to wild-type TmP2O [7]. 

In more detailed studies, His-548 in TmP2O was identified as the general base abstracting the 2-

hydroxyl proton of GLC and initiating the hydride transfer from the substrate to the flavin [24]. 

For AmPDH variants involving His-556, kcat,Glc is diminished by a factor of 3 (H556A) or 7 
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(H556N) when compared to AmPDH, indicating that the substrate is still efficiently oxidized. The 

apparent Km,Glc values for both, H556A and H556N, are elevated by two orders of magnitude, 

indicating that GLC binding is severely hampered. These findings unequivocally prove for the first 

time, that only His-512 takes on the role as a general base in AmPDH abstracting a proton from a 

sugar substrate, whereas His-556 seems to be mainly involved in substrate binding. Consequently, 

the substrate promiscuity of AmPDH cannot be explained by the presence of two active site 

histidines that can both act as a general base, but must be attributed to other factors, such as a 

diverse H-bonding pattern and the dominance of relatively unspecific interactions (e.g. van der 

Waals) for substrate binding in different poses as observed before [15]. This is in agreement with 

previous studies on the GMC family members aryl-alcohol oxidase (AAO, PDB: 3FIM) where 

active site histidines His-502 (corresponding to His-512 in PDH) and His-546 (corresponding to 

His-556 in PDH) were shown to have identical roles as proposed for AmPDH, namely proton 

abstraction and substrate interaction, respectively [4]. For glucose 1-oxidase (GOX, PDB: 1GAL), 

similar observations were obtained by experimental and computational studies for active site 

histidines His-516 (corresponding to His-512 in PDH) and His-559 (corresponding to His-556 in 

PDH) [65]. 

 
 

Table 2: Apparent steady-state kinetic constants of AmPDH and its variants for the electron donor D-glucose 

(GLC) and the electron acceptor ferrocenium (Fc+). GLC was probed utilizing the standard Fc+ assay (50 mM 

sodium phosphate buffer pH 7.5, 30°C, fixed value of 0.2 mM Fc+ as electron acceptor). Fc+ was tested in 100 

mM borate buffer pH 8.5, 30°C.  The fixed GLC concentration was adjusted according to the Km value of the 

corresponding variant: 25 mM (nsAmPDH, recAmPDH, AmPDH), 50 mM (H103A, Q392A, V511W), 

250 mM (Y510A), or 500 mM (H556A, H556N, V511F). 

Variant 
GLC Fc+ 

Km [mM] kcat [s-1] 
kcat / Km 
[mM-1 s-1] 

Km [mM] kcat [s-1] 
kcat / Km 
[mM-1 s-1] 

nsAmPDHa 0.82 ± 0.03 45.9 ± 0.3 57.5 0.13 ± 0.03 104 ± 8 802 

recAmPDHb 0.69 ± 0.09 37.8 ± 1.1 54.8 0.16 ± 0.04 130 ± 11 812 

AmPDHc 0.82 ± 0.01 42.2 ± 0.2 51.5 0.17 ± 0.02 135 ± 7 776 
H556N 97.5 ± 4.1 6.40 ± 0.08 0.07 0.47 ± 0.04 22.5 ± 1.3 47.8 
H556A 90.0 ± 3.5 12.8 ± 0.2 0.14 0.17 ± 0.01 20.4 ± 0.5 124 
H512A 6.19 ± 1.24 0.0010 ± 0.0001 0.0002 NDd NDd NDd 
V511W 3.73 ± 0.17 18.6 ± 0.2 5.00 0.11 ± 0.01 38.0 ± 1.4 352 
V511F 106 ± 5 19.9 ± 0.3 0.19 0.39 ± 0.03 26.4 ± 1.4 66.8 
Y510A 60.7 ± 2.0 16.0 ± 0.2 0.26 0.49 ± 0.03 28.8 ± 1.3 59.2 
Q392A 6.15 ± 0.21 24.5 ± 0.2 3.98 0.30 ± 0.02 111 ± 4 372 
H103A 2.73 ± 0.11 15.6 ± 0.1 5.70 0.16 ± 0.01 34.5 ± 1.3 222 

  a AmPDH produced in the natural source Agaricus meleagris; data from [2] 

  b AmPDH recombinantly produced in Pichia pastoris; data from [3] 

  c AmPDH with a His6-tag, recombinantly produced in Pichia pastoris; this study 

  d ND, not determined 
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Compared to AmPDH, the lowest increase (3.3-fold) in Km,Glc was observed for variant H103A, 

which lacks the covalent bond to FAD, and a reduction in kcat,Glc by a factor of only 2.7, resulting 

in the highest catalytic efficiency obtained for any variant (kcat/Km = 5.7 mM-1 s-1). These results 

nicely fit to previous kinetic studies on AmPDH variant H103Y (Km,Glc = 3.85 mM; kcat,Glc = 27.4 s-

1) [18] as well as TmP2O variant H167A (Km,Glc = 3.60 mM; kcat,Glc = 8.83 s-1), which also lacks the 

covalent bond to the FAD [7]. Disrupting the covalent FAD linkage in H103A causes a decrease 

in flavin oxidative power (see section 5.3.7), as indicated by the decrease in the turnover number 

for GLC from 42.2 to 15.6 s-1. Compared to other variants presented in the current study, His-103 

is located on the si-side of the FAD and does not directly interact with the substrate. Therefore, 

mutations on this residue should not affect substrate binding to such an extent as for the other 

variants, reflected in the lowest Km,Glc value for H103A compared to other variants. Nevertheless, 

the 3.3-fold increase in Km,Glc for variant H103A indicates that covalent flavinylation is still 

important for catalysis and substrate binding, likely by positioning the flavin ring for optimal 

interaction. This was already observed for TmP2O variant H167A (disrupted covalent bond to 

FAD), which showed a 5-fold increase in Km,Glc [7]. Therein, Kujawa and coworkers explained this 

observation with a 0.4–0.5 Å shift of the flavin dimethylbenzoid ring towards the substrate-binding 

site, which was observed in the crystal structures of wild-type TmP2O but not of H167A. These 

observations are in line with the higher FAD mobility that was reported for AmPDH variant 

H103Y, lacking the covalent bond to FAD, by using electron paramagnetic resonance (EPR) 

spectroscopy [19]. This higher FAD mobility counteracts the fine-tuned positioning of the 

isoalloxazine ring with respect to the sugar substrate. 

AmPDH variants Q392A and Y510A showed an 8-fold and 74-fold increase in Km,Glc, respectively, 

confirming the importance of Gln-392 and Tyr-510 in substrate binding as proposed previously 

[15,17]. For Tyr-510, a more pronounced role was observed, which corroborates its proposed role 

to form the ‘floor’ below the sugar ring to ensure an optimal induced fit [17]. 

As mentioned earlier, variants V511F and V511W were generated based on an in silico study [15], 

which showed that the backbone oxygen atom of Val-511 is important for substrate binding. In 

the present study, we wanted to validate this hypothesis by introducing phenylalanine and 

tryptophan at position 511, both having bulky side chains that potentially disrupt the interaction 

between substrate and the backbone oxygen atom. For variant V511F, this nicely worked as 

indicated by a 130-fold increase in Km,Glc to 106 mM, which is in fact the highest Km of all tested 

variants. A kcat,Glc of 19.9 s-1 (about 50% of wild-type AmPDH) indicates that once the substrate 

binds it is still rapidly oxidized. For variant V511W, a kcat of 18.6 s-1 shows that GLC turnover is 

not dramatically decreased for this variant as well. Surprisingly, the Km,Glc for V511W increased only 

4.5-fold, which is counterintuitive, as one would expect more interference in substrate binding by 

the bulkier tryptophan side chain, resulting in a higher Km,Glc for V511W compared to V511F. This 

behavior was rationalized by molecular dynamics (MD) simulations (Figure 6). The N-atom of the 

Trp-511 side chain forms two prominent H-bonds with the backbone O-atom of Asp-90 and Pro-

92, cumulating to an average value of 0.75 observed H-bonds. This H-bonding causes the Trp-511 
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side chain to flip out of the active site. We think this is an excellent example how experiments and 

simulations can complement each other to provide a deeper understanding of the molecular basis 

of enzyme function. 

 

 

Figure 6: H-bonds formed between the side chain N-atom of Trp-511 and the backbone O-atom of Asp-90 and 
Pro-92 during the MD simulations of variant V511W. During the entire simulation, on average 0.75 H-bonds 
were observed between the mentioned atoms. Color code as in Figure 1. 
 

To further support experimental results with MD simulations, relative binding free energies 

(ΔΔGbind) were estimated from experimental apparent Km values (ΔΔGbind
exp

) according to equation 

1 and calculated from MD simulations (ΔΔGbind
sim ) according to the linear interaction energy (LIE) 

method (equation 2). Because we wanted to investigate the effects on GLC binding, conversion, 

and product formation, only variants in which the mutated residues were expected to interact 

directly with GLC were subjected to MD simulations. As reported previously for AmPDH and 

other promiscuous enzymes [15,66], van der Waals interactions have been identified as the main 

driving force for substrate binding. These findings are corroborated in this study: the best match 

between ΔΔGbind
exp

 and ΔΔGbind
sim  was obtained for the parameter set of Ư=0.503 and β=0 [67] in 

equation 2, resulting in a root mean square error (RMSE) of only 3.9 kJ mol-1, thereby neglecting 

the electrostatic β-term and using the van der Waals dependent Ư-term only. 
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Table 3: Relative binding free energies (ΔΔGbind) estimated from experimental apparent Km values (ΔΔGbind
exp

) 

according to equation 1, compared to ΔΔGbind calculated from MD simulations (ΔΔGbind
sim ) according to the linear 

interaction energy (LIE) method (equation 2). ΔΔGbind
sim  was calculated with ơ=0.503 and Ƣ=0. 

Variant 
ΔΔGbind [kJ/mol] 

Gbind
exp

 Gbind
sim  

Q392A 5.1 5.6 
Y510A 10.8 15.8 
V511F 12.2 5.2 
V511W 3.8 2.9 
H512A 5.1 9.8 
H556A 11.8 9.8 
H556N 12.0 9.7 

 

In Table 3, the difference between ΔΔGbind
exp

 and ΔΔGbind
sim  is below the thermal noise kBT (2.5 kJ 

mol-1) for Q392A, V511W, H556A, and H556N. For the remaining variants, the following 

differences in ΔΔGbind
exp

 and ΔΔGbind
sim  were observed, which are slightly higher than the chemical 

accuracy [68,69] of 4 kJ mol-1: 5 kJ mol-1 (Y510A), 7 kJ mol-1 (V511F), and 4.7 kJ mol-1 (H512A). 

For Y510A, both ΔΔGbind
exp

 and ΔΔGbind
sim  are very high, indicating a qualitative agreement. According 

to ΔΔGbind
exp

 for V511F, the phenylalanine side chain in this variant seems to cause steric clashes 

that interfere with tight substrate binding, causing its faster dissociation. To simulate the unbinding, 

much longer simulation time scales would be necessary, which is beyond the scope of this study. 

For variant H512A, which lacks the catalytic His-512, the difference between ΔΔGbind
exp

 and ΔΔGbind
sim  

is possibly caused by a different reaction mechanism compared to AmPDH. The very low, but 

measurable residual activity of H512A could probably be derived from rarely occurring solvent-

mediated proton abstraction of the GLC hydroxyl group attached to C2 or C3. This would allow 

for a hydride transfer to occur between the GLC H-atom attached to C2 or C3 and the flavin N5-

atom. Therefore, we refrain from drawing any further conclusions based on the conducted MD 

simulations. 

 

5.3.4 Mode of GLC oxidation: predictions from MD simulations verified by 

product analysis via GC-MS 

We have measured the distances between (i) the GLC H-atom attached to C2 or C3 (HC2 and 

HC3) and the flavin N5-atom and (ii) the H-atom of the hydroxyl group of GLC attached to C2 

or C3 (HO2 and HO3) and the His-512 NƲ- or NƳ-atom in the MD simulations. These distances 

were successfully utilized to reproduce and predict C2 and C3 oxidation of monosaccharides by 

AmPDH in recent studies [15,20], in which a 0.3-nm cutoff was used to discriminate between 

reactive (≤0.3 nm) and non-reactive distances (i.e. to enable proton abstraction and hydride 
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transfer). A qualitative agreement between the occurrences of reactive distances ≤0.3 nm and the 
experimentally determined kcat,Glc values is observed Figure 7. 

 

 

Figure 7: Distance distributions from MD simulations between (i) the D-glucose (GLC) H-atom attached to C2 
or C3 (HC2 and HC3) and the flavin N5-atom and (ii) the GLC hydroxyl H-atom attached to C2 or C3 (HO2 
and HO3) and the His-512 NƤ- or Nƥ-atom, given in occurrences ≤ 0.3 nm [%]. The legend displays the color 
code for the corresponding distance. The distance distributions are compared to the experimentally derived kcat values 
[s-1] for GLC in blue bars (also see Table 2). Only variants directly interacting with GLC were considered for 
MD simulations, hence, H103A was not considered. 

 

When multiplying the probability of occurrences of distances ≤0.3 nm for HC-N5 with those for 

HO-H512 (for C2 or C3, respectively), the product always yields a higher value for C2 compared 

to C3, indicating that C2 is more likely to be better positioned for the proton abstraction and 

hydride transfer than C3. This suggests that oxidation at C2 is preferred over C3. To verify this 

hypothesis, GC-MS measurements were conducted to quantify GLC and its (di-)keto-GLC 

reaction products. We used a novel approach by combining two-step derivatization (ethoxymation 

and trimethylsilylation), capillary gas chromatography, and electron ionization mass spectrometry 

(GC-EI-MS) to quantify GLC and its (di-)keto reaction products [70,71]. Since authentic standards 

for 3-keto-GLC and 2,3-diketo-GLC are not commercially available, capillary gas chromatography 

and high-resolution chemical ionization mass accuracy time of flight (GC-CI-QToFMS) was 

employed to identify them by their mass accuracy, isotopologue fraction pattern, and modified 

retention indices. For a detailed description of the performed GC-MS measurements, the reader is 

referred to materials and methods (section 5.3.10) as well as to Figure S1A, S1B, and S1C and 

Table S2. The final results obtained from GC-MS measurements are presented in Table 4, where 

the concentrations [mM] and ratios [%] of GLC and its (di-)keto reaction products are listed for 

AmPDH and its variants after 3, 8, and 120 min of reaction time. Only the reaction products of 

variant H512A could not be identified because of its extremely slow GLC turnover (see Table 2).  
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Table 4: GC-MS analysis of D-glucose (GLC) and its reaction products 2-keto-GLC, 3-keto-GLC, and 2,3-
diketo-GLC. The reaction mixture contained 1 mL 10 mM potassium phosphate buffer pH 7.0, 1 U of the 
respective variant, 45 mM 1,4-benzoquinone as electron acceptor, and initially 16.7 mM GLC. The reaction was 
performed in a 1.5 mL vial at 30°C and 600 rpm in the dark. Samples (200 µL) were retrieved after 3, 8, and 
120 min reaction time, respectively. After deproteinizing through a 10-kDa ultrafiltration membrane, the filtrate 
was utilized for subsequent GC-MS analysis. Refer to the materials and methods, section 5.3.10 for a detailed 
description of the sample preparation procedure for the GC-MS measurements. For GLC and 2-keto-GLC, an 
external calibration was possible with commercially available standards, allowing for a quantitative determination of 
their concentrations (in mM) with a detection limit of 0.2 µM. Because no standards for 3-keto-GLC and 2,3-
diketo-GLC were commercially available, only semiquantitative results (relative concentrations in mM) could be 
calculated, based on the peak-area-ratios of the respective analyte to 2-keto-GLC at a given mass to charge ratio. 
To obtain the ‘Ratio’, the percentage of each compound with respect to the sum of (relative) concentrations was 
calculated for each variant. 

Variant 
Reaction 

time [min] 

Concentration 
[mM] 

 Relative concentration 
[mM] 

 
Ratio [%] 

GLC 
2-keto-
GLC 

 3-keto-
GLC 

2,3-diketo-
GLC 

GLC 
2-keto-
GLC 

3-keto-
GLC 

2,3-diketo-
GLC 

AmPDH 

3 2.689 1.720  0.000 0.061  60.2 38.5 0.0 1.4 
8 2.432 1.686  0.001 0.273  55.4 38.4 0.0 6.2 

120 0.427 1.331  0.026 1.271  14.0 43.6 0.9 41.6 
            

H103A 

3 3.417 0.597  0.000 0.100  83.1 14.5 0.0 2.4 
8 2.906 1.652  0.004 0.342  59.3 33.7 0.1 7.0 

120 1.624 1.491  0.024 1.108  38.2 35.1 0.6 26.1 
            

Q392A 

3 3.072 1.503  0.002 0.186  64.5 31.6 0.0 3.9 
8 2.626 1.870  0.002 0.724  50.3 35.8 0.0 13.9 

120 1.041 1.485  0.032 1.540  25.4 36.2 0.8 37.6 
            

Y510A 

3 3.353 0.126  0.000 0.002  96.3 3.6 0.0 0.1 
8 3.401 0.386  0.000 0.034  89.0 10.1 0.0 0.9 

120 2.732 1.590  0.010 0.401  57.7 33.6 0.2 8.5 
            

V511F 

3 3.617 0.311  0.001 0.005  91.9 7.9 0.0 0.1 
8 3.604 1.090  0.001 0.030  76.3 23.1 0.0 0.6 

120 2.420 2.464  0.025 0.387  45.7 46.5 0.5 7.3 
            

V511W 

3 3.335 1.701  0.001 0.058  65.5 33.4 0.0 1.1 
8 3.037 2.458  0.010 0.331  52.0 42.1 0.2 5.7 

120 0.275 1.835  0.150 1.564  7.2 48.0 3.9 40.9 
            

H556A 

3 3.855 0.293  0.001 0.018  92.5 7.0 0.0 0.4 
8 3.464 0.811  0.000 0.075  79.6 18.6 0.0 1.7 

120 3.538 2.804  0.001 0.466  52.0 41.2 0.0 6.8 
            

H556N 

3 3.922 0.090  0.000 0.003  97.7 2.2 0.0 0.1 
8 3.656 0.187  0.000 0.012  94.8 4.9 0.0 0.3 

120 3.447 1.169  0.001 0.110  72.9 24.7 0.0 2.3 
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The results in Table 4 support the hypothesis derived from MD simulations that C2 oxidation is 

indeed preferred over C3 oxidation, since only very little or no 3-keto-GLC was detected but 

significant amounts of 2-keto-GLC as well as 2,3-diketo-GLC for all tested variants. This indicates 

that 2-oxidation is significantly faster than 3-oxidation, both for GLC as well as for a mono-

oxidized intermediate. These results nicely agree with previous studies employing fluorinated GLC 

derivatives, where 3-fluoro-3-deoxy-GLC (3FG) was rapidly oxidized, whereas 2-fluoro-2-deoxy-

GLC (2FG) only very slowly [17]. Based on these results, we propose here a scheme for the two-

step oxidation of GLC by AmPDH that is also valid for all tested variants (Figure 8). This scheme 

is very similar to the one reported earlier by Volc and coworkers for PDH from Agaricus bisporus 

(AbPDH) [72]. The main difference between AbPDH and AmPDH is that AmPDH almost 

exclusively dioxidizes GLC via 2-keto-GLC, while AbPDH performs this reaction via both 2-keto-

GLC and 3-keto-GLC, with the latter being favored to some extent, to yield the final product 2,3-

diketo-GLC. 

 

Figure 8: Proposed reaction scheme for the two-step oxidation of D-glucose (GLC) by AmPDH and the 
investigated variants according to GC-MS data (Table 4) and molecular dynamics simulations (Figure 7). 
Dioxidation of GLC (compound 1) to 2,3-diketo-GLC (compound 4) proceeds predominantly via 2-keto-GLC 
(compound 2), which is slowly oxidized at C3 to form the final product 2,3-diketo-GLC (route indicated by solid 
arrows). Only a very small portion of GLC is initially oxidized to 3-keto-GLC (compound 3), which is rapidly 
converted to 2,3-diketo-GLC (route indicated by dashed arrows). This reaction scheme is very similar to the one 
proposed for Agaricus bisporus PDH (AbPDH) by Volc and coworkers [72]. However, 2-keto-GLC and 3-
keto-GLC formation were reported to be equally favored by AbPDH, which are finally both converted to 2,3-
diketo-GLC. 

 

In a previous in silico study, mutations at Gln-392, Tyr-510, and Val-511 were suggested to affect 

the preferred GLC oxidation site, as these amino acids were involved in prominent H-bonds with 

the substrate bound in poses relevant for either C2 or C3 oxidation [15]. Interestingly, neither 

explicit simulations of the mutants, nor the GC-MS experiments indicated an altered preference 
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for C2 or C3 oxidation compared to AmPDH. Consequently, substrate binding in an orientation 

specific for C2 or C3 oxidation cannot be attributed to one specific active site amino acid in 

AmPDH only, but an interplay between various residues seems to be critical for this. 

 

5.3.5 Preference of AmPDH for C2 or C3 oxidized substrates 

The reductive half reaction (FAD  FADH2) of AmPDH with substrates that are specifically 

oxidized at either C2 or C3 was investigated to test the preferred mode of sugar oxidation of 

AmPDH. As reported previously, AmPDH is reduced extremely fast by GLC at 30°C, with an 

apparent bimolecular rate constant (kapp,30°C) of 1.1 ± 0.03 × 105 M-1 s-1 [19]. Consequently, all 

stopped-flow experiments in the present study were conducted at 4°C to slow down the reaction 

and capture as much kinetic information as possible. All obtained kinetic traces are plotted in 

Figure S2 and were simulated with parameters listed in Table S3 according to kinetic model 1red: 

  kinetic model 1red 

Refer to materials and methods (section 5.2.11) for more details on the simulations of kinetic traces. 

According to previously published data [1,14], D-galactose and L-arabinose are exclusively oxidized 

at C2, whereas methyl-Ư-D-glucopyranoside is only oxidized at C3, with no double oxidation 

occurring. AmPDH oxidizes GLC at both C2 and C3, but C3 oxidation – also of mono-oxidized 

2-keto-GLC – is very slow and takes minutes to hours (section 5.3.4, Table 4, and Figure 8). 

Therefore, GLC can be treated as C2 oxidized substrate in the time-course of stopped-flow 

experiments that spans just a few seconds. The reactions of AmPDH for all investigated electron 

donors (sugars) were monitored at 463 nm and were biphasic and their time traces were fitted by 

a double-exponential function to obtain the kobs value for the corresponding sugar concentration. 

The first phase was the FAD reduction with a large absorbance decrease at 463 nm and was used 

for calculating kapp,4°C (Table 5). The second phase showed a small decrease in absorbance at the 

same wavelength and was independent of the GLC concentration (data not shown). The y-

intercepts between 7.6-15.2 s-1 indicate a reversible step, which cannot be significant, though: on 

the one hand, the magnitude of the y-intercept is very small compared with the scale of the y-axis 

for all tested sugars (Figure S2). Moreover, the simulated traces according to kinetic model 1red 

nicely agree with experimental traces (Figure S2), which indicates the validity of the utilized model, 

which does not consider a reversible step. For all sugars, the obtained kapp,4°C were very similar and 

in a range of 4.4 to 6.8 × 104 M-1 s-1. The pentose L-arabinose had the highest kapp,4°C, which can 

possibly be attributed to its smaller size compared to the other tested sugars (hexoses), which could 

ultimately facilitate its diffusion to and from the active site. Based on the obtained kapp,4°C values we 

conclude that AmPDH equally favors C2 and C3 oxidized substrates. 
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Table 5: Stopped-flow spectroscopy to monitor the bimolecular rate constants for the reductive half-reaction of 
AmPDH with D-glucose (GLC), D-galactose (GAL), L-arabinose (ARA), and methyl-ơ-D-glucopyranoside 
(MGP) as well as the oxidative half-reaction with 1,4-benzoquinone (BQ). For variant H556A, only GLC and 
BQ were used. Experiments were performed in 50 mM potassium phosphate buffer pH 7.0 and 4°C. Stopped-flow 
traces were simulated with the program Berkeley Madonna (version 8.3.14) according to kinetic model 1red or kinetic 
model 1ox (refer to materials and methods for further information). Employed enzyme and substrate concentrations, 
monitored wavelengths, as well as experimental and simulated traces can be found in Figures S2–S4. More details 
on GC-MS measurements to determine the GLC oxidation sites for H556A can be found in Table 4. 

Variant Substrate 
Oxidation 

site 
Reference for 
oxidation site 

Apparent bimolecular rate constant kapp 
[M-1 s-1] 

Experiment 
(y-intercept) 

Simulation 

AmPDH 

GLC C2/3a [10,14] 5.4 ± 0.11 × 104 (7.61) 6.9 × 104 
GAL 

C2 [14] 
4.4 ± 0.15 × 104 (9.11) 5.2 × 104 

ARA 6.8 ± 0.10 × 104 (9.06) 7.8 × 104 
MGP C3 [11] 4.8 ± 0.05 × 104 (15.2) 6.5 × 104 
BQ - - 6.6 ± 0.17 × 103 (0.92) 8.0 × 103 

       

H556A 
GLC C2/3a this work 7.3 ± 0.24 × 101 (0.06) 8.0 × 101 
BQ - - 4.1 ± 0.02 × 104 (-0.46) 3.6 × 104 

  a Predominantly oxidized at C2 and only very slowly at C3 as reported in section 5.3.4 and Table 4 
 

5.3.6 Effects of the His  Ala replacement at position 556 on both half 

reactions 

Although His-556 does not act as catalytic base, we found that it is important for sugar substrate 

binding (see section 5.3.3). To identify the rate-limiting step in variant H556A and compare the 

results to recombinant wild-type AmPDH, the reductive- (FAD  FADH2) and oxidative (FADH2 

 FAD) half-reactions of these enzymes were investigated by stopped-flow spectroscopy. The 

reductive half-reactions were performed with D-glucose (GLC) as electron donor and the oxidative 

half-reactions with the artificial electron acceptor 1,4-benzoquinone (BQ). In a previous study, the 

ferrocenium ion (Fc+) was used as electron acceptor, which has an absorbance at 330–350 nm and 

625 nm [19]. Therefore, Fc+ interferes to a greater extent with the flavin absorbance than BQ, 

which has absorption maxima at 244 nm, and the corresponding hydroquinone at 222 nm and 296 

nm, respectively [73]. The stopped-flow experiments were essentially performed as described in 

section 5.3.5 and the kinetic were recorded at 465 nm for H556A and at 463 nm for AmPDH, 

respectively. For both, GLC and BQ, the reactions were biphasic and their time traces were fitted 

by a double-exponential function to obtain the kobs,4°C value. 

For details on the reductive half-reaction of AmPDH with GLC, refer to section 5.3.5, Figure S2, 

and Table 5, for which a kapp,4°C of 5.4 ± 0.11 × 104 M-1 s-1 was obtained, corresponding to a 2-fold 

decrease compared to measurements at 30°C [19]. The reaction rate approximately doubles when 
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the temperature is increased by 10°C, however, this strongly depends on the activation energy of 

the reaction [74,75]. Therefore, the agreement with the previously published kapp,30°C of AmPDH 

with GLC is good. 

For the oxidative half-reaction of AmPDH with BQ, the first phase of the fit corresponds to FAD 

oxidation with a large absorbance increase at 463 nm (Figure S3), which was used to calculate 

kapp,4°C (Table 5). The second phase showed a significant absorbance decrease from the 

intermediate species Eox:BQH2 to Eox and was independent of the BQ concentration (data not 

shown). For the first phase, the y-intercept is very small (0.92 s-1), indicating a negligible reversible 

step. Simulations according to kinetic model 1ox 

  kinetic model 1ox 

with parameter sets listed in Table S3 corroborate this observation, as the simulated traces nicely 

agree with experimental traces (Figure S3) and the model does not consider a reversible step as 

well. The second phase of simulated and experimental traces does not overlap as nicely as the first 

phase, which can be attributed to the complicated quinone oxidation process or to polymerizations 

in side reactions. However, the imperfect fit does not affect the first phase, which was used to 

calculate kobs for AmPDH oxidation, and therefore, the utilized kinetic model is valid. 

For the reductive half-reaction of H556A with GLC, the second phase of the fit corresponds to 

FAD reduction with a large absorbance decrease at 465 nm (Figure S4), which was used to 

calculate kapp,4°C (Table 5). The first phase only showed a small absorbance decrease and was 

independent of the GLC concentration (data not shown). For the second phase, the y-intercept is 

close to zero (0.06 sec-1), indicating a negligible reversible step. Simulations according to kinetic 

model 1red (see section 5.3.5 for more details on the model) with parameter sets listed in Table S3 

corroborate this observation, as the simulated traces nicely agree with experimental traces (Figure 

S4) and the model does not consider a reversible step. The kapp,4°C for the reductive half-reaction 

of variant H556A with GLC dramatically decreased 720-fold when compared to AmPDH (Figure 

S4 and Table 5), indicating that the two-electron transfer to FAD is significantly hampered by this 

amino acid exchange. 

In the oxidative half reaction of H556A with BQ, the first phase of the fit corresponds to FAD 

oxidation with a large absorbance increase at 465 nm (Figure S4), which was used to calculate 

kapp,4°C (Table 5). The second phase only showed a small absorbance increase and was independent 

of the BQ concentration (data not shown). For the first phase, the y-intercept is again close to zero 

(-0.46 sec-1), which indicates no reversible step. Simulated traces according to kinetic model 1ox with 

parameter sets listed in Table S3 agree well with experimental traces (Figure S4), which 

corroborates the lack of a reversible step. Similar as for AmPDH, the second phase of simulated 

and experimental traces for the oxidative half-reaction in H556A do not perfectly overlap, which 

can be attributed to the complicated quinone oxidation process or to polymerizations in side 
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reactions. However, the imperfect fit does not affect the first phase, which was used to calculate 

kobs for H556A oxidation, and therefore, the utilized kinetic model is valid. For variant H556A, the 

kapp,4°C of the biphasic oxidative half-reaction with BQ was about 6.2-fold higher compared to 

AmPDH (Table 5), which can possibly be attributed to the lower redox potential of H556A (see 

section 5.3.7) or to a more accessible active-site in the variant. However, since the binding site of 

BQ in AmPDH and the electron transfer path from AmPDH to BQ are still elusive, further studies 

will be necessary to draw final conclusions. 

The presented pre-steady-state experiments clearly demonstrate that the drasticalls impaired 

reductive half-reaction of variant H556A is the main reason for its much lower catalytic efficiency 

(Table 2) compared to AmPDH. The oxidative half-reaction of variant H556A is significantly 

faster compared to AmPDH. 

 

5.3.7 Redox potential and oxygen reactivity 

Covalent FAD attachment in flavoproteins has been extensively studied and is known to increase 

the redox properties of the enzyme [26,76], leaving only high-potential electron acceptors such as 

molecular oxygen as redox partners (see section 5.3.2). Consequently, a covalently attached FAD 

was mainly found in oxidases. Furthermore, electron-withdrawing substituents at position 8 

substantially increase the flavin redox potential [77]. This makes AmPDH a rather unusual example 

for a dehydrogenase in carrying a monocovalently bound FAD via position 8. Therefore, we probed 

the effect of the missing covalent FAD linkage in H103A on its redox potential. A drastic decrease 

in redox potential for variant H556A could potentially rationalize the 720-fold decrease of its 

reductive half-reaction with D-glucose (see section 5.3.6), which is why we determined its redox 

potential as well. In this study, Massey’s method [27] employing the xanthine and xanthine oxidase 

reduction system was used for the first time to determine the redox potentials of AmPDH, H103A, 

and H556A, which were subsequently to each other (Table 6 and Figure 9). 

 

Table 6: Redox potential values (Em
o ). Measurements and calculations were performed as described in the materials 

and methods (section 5.2.12). Reduction-spectra are plotted in Figure 9. A slope close to 1.0 indicates a two-

electron reduction step, which is why no one-electron reduction steps (E1
o ' and E2

o ') could be determined for AmPDH. 

A slope close to 0.5 indicates a one-electron reduction step, which was observed for variant H103A and H556A. 
Therefore, both one-electron reduction steps could be determined for these variants. M indicates the maximum fraction 

of thermodynamically stable semiquinone formed, which was necessary to calculate Em
o  for both variants. 

Variant Em
o  [mV] E1

o' [mV] E2
o' [mV] Slope M 

AmPDH +92 - - 0.97 - 
H103A +63 +113 +13 0.41 0.78 
H556A +84 +129 +39 0.50 0.74 
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Figure 9: Determination of reduction potentials according to Massey’s method [27] for AmPDH (A), variant 
H103A (B), and variant H556A (C). In each panel, spectral line A (uppermost solid line) represents the fully 
oxidized enzyme and dye, whereas spectral line B (lowest solid line) represents fully reduced enzyme and dye. In panel 
B and C, dashed line A’ represents the maximum of an occurring semiquinone intermediate with a maximum 
absorbance at 422 nm (B) or 368 nm (C). The inset in panel A shows the reduction of phenazine methosulfate 
(dye, ‘D’) monitored at 387 nm and the reduction of AmPDH (enzyme, ‘E’) monitored at 463 nm, allowing the 
calculation of the ratios between reduced and oxidized species (Ered/Eox and Dred/Dox). The reduction potential of 
AmPDH was calculated to be +92 ± 3 mV. The inset in panel B shows the reduction of methylene blue (‘D’) 
monitored at 664 nm and the reduction of variant H103A (‘E’) monitored at 460 nm. The reduction potential of 
variant H103A was calculated to be +63 ± 3 mV. The inset in panel C shows the reduction of methylene blue 
(‘D’) monitored at 664 nm and the reduction of variant H556A (‘E’) monitored at 465 nm. The reduction 
potential of variant H556A was calculated to be +84 ± 4 mV. An overview of the obtained data is given in 
Table 6. 

 

The reduction of AmPDH (Table 6 and Figure 9A) followed a two-electron reduction process as 

judged by a slope of 1.0 when plotting log(Ered/Eox) versus log(Dred/Dox). The midpoint potential 

(Em
o ) for AmPDH was +92 ± 3 mV at pH 7.0. According to the equation Em/pH = –0.06 V 

[52,53], the Em
o  value at pH 7.4 was calculated to be +116 ± 3 mV. Considering the different 

methodological approaches and the measurement uncertainty, this agrees well with previously 
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published Em
o  values for AmPDH, which were +135 ± 10 mV [19] or about +150 mV [78], 

recorded spectroelectrochemically at pH 7.4 and 25°C. 

For H103A (Table 6 and Figure 9B), the fully oxidized enzyme was reduced by two one-electron 

reduction steps, as indicated by a slope of 0.41 when plotting log(Ered/Eox) versus log(Dred/Dox). 

Thereby, the reduction of H103A proceeds via a putative semiquinone intermediate to the fully 

reduced enzyme and the Em
o  of the overall reduction was calculated according to equation 5 and 

equation 6. The observed semiquinone intermediate for variant H103A had an absorption 

maximum at 422 nm (dashed line in Figure 9B). This intermediate was observed previously for 

variant H103Y (absorption maximum at 430 nm) and was found to have no physiological relevance 

[19]. This wavelength does not perfectly fit to the characteristic absorbance of the anionic 

semiquinone radical at around 380 and 400 nm [25]. However, it is known that the 

microenvironment around the flavin (e.g. the protein moiety, pH, ligands) can significantly affect 

the occurrence of semiquinone radicals [25] and can cause bathochromic shifts of e.g. the 450 nm 

flavin absorption band [64]. Consequently, the red-shifted semiquinone absorbance in variant 

H103A can possibly attributed to similar factors. For variant H103A, Em
o  was +63 ± 3 mV at pH 

7.0 and 25°C (Table 6), corresponding to +87 ± 3 mV at pH 7.4. Therefore, disruption of the 

covalent FAD linkage decreases the redox potential by 29 mV. For TmP2O, a very similar 

observation was made for variant H167A, which also lacks the covalent bond to FAD. The 

decrease in Em
o  was 32 mV for the His6-tagged enzymes and 45 mV for the non-tagged enzymes 

when compared to the wild-type [7]. Disruption of the covalent FAD linkage in AmPDH variant 

H103Y caused a much more pronounced decrease in Em
o  of about 100 mV [19] and a 5.7°C lower 

thermal stability (section 5.3.2). One might speculate that the bulky tyrosine side chain destabilizes 

the active site sterically, which causes a significant decrease in Em
o  and Tm, whereas for H103A these 

effects are much less pronounced. 

For H556A (Table 6 and Figure 9C), similar observations as for H103A were made: the fully 

oxidized enzyme was reduced by two one-electron reduction steps, as indicated by a slope of 0.50 

when plotting log(Ered/Eox) versus log(Dred/Dox). This again points towards a putative semiquinone 

intermediate on the way to the fully reduced enzyme and the Em
o  of the overall reduction was 

calculated according to equation 5 and equation 6. The observed intermediate for variant H556A 

had an absorption maximum at 368 nm (dashed line in Figure 9C) and was detected previously in 

the resting state of AmPDH, which could be attributed to an equilibrium of the oxidized form of 

the enzyme with its reduced forms [19]. For variant H556A, Em
o  was +84 ± 4 mV at pH 7.0 and 

25°C (Table 6), corresponding to +108 ± 4 mV at pH 7.4. Therefore, the redox potential of variant 

H556A is only decreased by 8 mV compared to AmPDH, indicating that the difference in redox 

potential between H556A and AmPDH is not responsible for the 720-fold decrease of the 

reductive half-reaction with D-glucose (see section 5.3.6). 

As mentioned earlier, it is not exactly known to date why flavoenzymes do or do not react with 

oxygen [18,28]. Factors such as a positive charge in the active site [79], its accessibility via channels 
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and tunnels [80], and the microenvironment around the flavin N5-C(4a) [29,30] have been 

identified as important features for oxygen reactivity. In a recent study with AmPDH variant 

H103Y, it was concluded that further studies on the oxygen reactivity of AmPDH are required to 

understand this feature in greater detail. Therefore, all generated variants were routinely probed for 

their steady-state oxygen reactivity, with variant H512A being the only exception, because it reacted 

too slowly with the electron donor GLC (see section 5.3.3). Results for relative activities are given 

in Figure 10. AmPDH had a very low oxygen reactivity of 0.104 µM min-1 mg-1 in absolute values. 

This is also in line with the slow reoxidation of reduced AmPDH by oxygen at air saturation in the 

course of many hours (~40% reoxidation after 15 h) [17]. 

 

  

Figure 10: Relative oxygen reactivities. Steady-state oxygen reactivity was determined using an Amplex 
Red/horseradish peroxidase based assay as reported previously [18]. The assay contained 0.5 mg mL-1 of the purified 
enzyme, 50 µM Amplex Red, 25 mM D-glucose, 0.1 U mL-1 horseradish peroxidase and 50 mM sodium 
phosphate buffer pH 7.4. Error bars represent the standard deviation of four repeats. 

 

Interestingly, the oxygen reactivity of only two out of seven tested variants was lower than for wild-

type AmPDH: Y510A (0.026 µM min-1 mg-1; 25% of AmPDH) and H556N (0.068 µM min-1 mg-1; 

65% of AmPDH). For Y510A, a possible reason could be the removal of the hydrophobic floor 

of the active site, which might make positioning of oxygen at a correct distance from the flavin 
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C(4a) problematic. This effect has previously been observed for aryl-alcohol oxidase variant 

F501W, that showed ~2-fold increase in oxygen reactivity compared to the wild-type [81].  

Variant H556N was initially generated to emulate the catalytic pair of the oxidase TmP2O, 

consisting of His-548 (corresponding to His-512 in AmPDH) and Asn-593 (corresponding to His-

556 in AmPDH), to eventually increase oxygen reactivity in AmPDH. Variant H556A showed the 

second highest increase in oxygen reactivity of all studied variants (0.382 µM min-1 mg-1; 369% of 

AmPDH), however, this level is still far from a true oxidase. The results for the two His-556 

variants supports the hypothesis that the shorter distance (3.5 Å) between the catalytic pair His-

512 (N2) and His-556 (N1) in AmPDH compared to 4.2 Å for His-558 (N2) and Asn-593 

(N2) in TmP2O could abolish C(4a) adduct formation or provide too strong stabilization thereof, 

which ultimately prevents oxygen reactivity  [17].  

The tryptophan side chain in variant V511W has essentially no effect on oxygen reactivity (0.110 

µM min-1 mg-1; 106% of AmPDH). Interestingly, the oxygen reactivity for variant V511F almost 

triples compared to AmPDH (0.303 µM min-1 mg-1; 292% of AmPDH). For both, V511F and 

V511W, bulky, unpolar, and uncharged residues were introduced. This observation is in line with 

a previous study for choline oxidase (CHO), where a nonpolar side chain was found to be essential 

for guiding oxygen to the proximity of the flavin C(4a) [82]. 

The oxygen reactivity of H103A, which lacks the covalent bond to FAD, was 0.430 µM min-1 mg-

1, corresponding to 414% of AmPDH. This is the highest oxygen reactivity amongst all tested 

variants in this study and in line with previously published work on variant H103Y, which was 

found to have a 5.3-fold higher oxygen reactivity compared to AmPDH [18]. Both variants (H103A 

and H103Y) lack the covalent bond to FAD and showed a significantly decrease in redox potential, 

which was more pronounced for H103Y [19] and both variants showed the highest oxygen 

reactivities of all tested AmPDH variants to date, which was again higher for H103Y [18]. The 

oxygen reactivity for variant H556A was increased to a similar level as for H103A, however, its 

redox potential was only slightly decreased compared to AmPDH. Consequently, a direct link 

between lower redox potential and higher oxygen reactivity cannot be drawn in AmPDH. 

Moreover, one would expect rather the opposite correlation – a high redox potential that is linked 

to increased oxygen reactivity, because a higher redox potential is usually associated with electron 

accepting redox-partners that have high redox potentials themselves, such as oxygen. It is therefore 

surprising that for AmPDH the opposite behavior is observed. On the other hand, this gives strong 

evidence that other factors play an important role as well, such as the microenvironment of the 

active site, or tunnels and channels guiding oxygen diffusion, and that oxygen reactivity has to be 

seen in the whole context of the respective flavoenzyme. Pre-steady-state measurements on the 

reoxidation rate of fully reduced enzymes with 0.13 mM O2 gave the following kobs values (graphs 

not shown): 2.6 × 10-5 s-1 for AmPDH, 1.2 × 10-4 s-1 for H103A, and 7.4 × 10-4 s-1 for H556A. 

These results strongly corroborate the hypothesis that in AmPDH, His-556 closely interacts with 
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(i) His-512 and (ii) with a presumable C(4a) adduct, which would ultimately interfere with oxygen 

reactivity [17].  

The results on the redox potential and oxygen reactivity presented in this section provide valuable 

insights concerning the covalent attachment of the FAD and the amino acids in its vicinity. Based 

on these findings, we propose further studies to elucidate the mechanism of oxygen reactivity in 

AmPDH. i) We encourage creating multiple-variants, with combinations of the four mutations 

yielding the highest increase in oxygen reactivity (H103A, Q392A, Y510A, and V511F). Although 

H103Y has slightly higher oxygen activity compared to H103A [18], the thermostability of H103Y 

[19] is 5.7°C lower compared to H103A and lower than for all tested variants in the present study. 

Therefore, multiple-variants containing H103Y might rather be unstable. ii) Crystal structures of 

variants H103A, H556A, V511F, and Q392A have the potential to provide a detailed 

understanding about structural features governing oxygen reactivity. iii) Molecular dynamics (MD) 

simulations with structures of AmPDH and the variants suggested in point ii) could prove to be a 

powerful tool to elucidate oxygen diffusion pathways and reactivity. iv) Detection of the C(4a) 

adduct under physiological reaction conditions would prove that it is not only an X-ray radiation 

artifact. 
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5.4 Conclusion 

In the current study, AmPDH and eight variants thereof were investigated by biochemical, 

biophysical and computational means. The secondary structures as well as the thermostability were 

not affected by the newly introduced amino acids as judged by ECD spectroscopy and ThermoFAD 

experiments, respectively. All enzymes were monocovalently flavinylated, only variant H103A had 

a non-covalently but tightly bound FAD cofactor. The redox potential for this variant was 

decreased by 29 mV, which is in line with other flavin-dependent oxidoreductases [26]. Variant 

H556A showed only a small decrease in redox potential of 8 mV. Apparent steady-state kinetics 

unequivocally demonstrated that His-512 is the sole catalytic base in AmPDH, and that His-556 is 

mainly relevant for GLC binding. Gln-392, Tyr-510, and Val-511 were identified to have important 

roles in substrate binding as proposed previously [15]. MD simulations and free energy calculations 

reproduced the experimental Km,Glc values well and helped to explain the counterintuitive 

observation that V511F has a much higher Km,Glc value compared to V511W. Predictions from MD 

simulations, which were verified by GC-MS measurements, unequivocally demonstrated that 

AmPDH and its variants preferentially oxidize GLC via 2-keto-GLC to the final product 2,3-diketo-

GLC. Pre-steady-state kinetics demonstrated that AmPDH equally favors C2 or C3 oxidized 

substrates and that the reductive-half reaction in variant H556A is decreased 720-fold compared 

to AmPDH, which is the reason for its lower catalytic efficiency. 

Compared to AmPDH, a decreased oxygen reactivity was only observed for variants Y510A and 

H556N, whereas all other variants had the same or significantly higher oxygen reactivity. We could 

find evidence for the hypothesis [17] that the short distance between the active site histidines His-

512 and His-556 in AmPDH could abolish C(4a) adduct formation or stabilize it too much, thereby 

preventing oxygen reactivity. Based on our results, we propose new experiments to furthermore 

elucidate the oxygen reactivity in AmPDH. 
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5.6 Supplementary material 

 

 

Table S1: Nucleotide sequences of the primers used in this study. The primers were necessary for removing the c-
myc epitope of the pPICZ B vector, adding the NotI and XbaI restriction sites to the 3’- and 5’-ends of the 
ampdh gene, respectively, and for site-directed mutagenesis. Restriction and mutagenesis sites are highlighted in bold, 
underlined letters. 

Name Sequence (5’–3’) 
pPICZB-6His-fw CATCATCATCATCATCATTGAGTTTGTAGCCTTAGACATG 
pPICZB-6His-XbaI-rv ATGATGATGATGATGTCTAGAAAGCTGGCGGCCGCCGCGGC 
AmPDH-NotI-fw AAAGCGGCCGCATGCTGCCTCGAGTGACCAAGTTG 
AmPDH-XbaI-rv TTTTCTAGAGTTATAACTCTTTGCTATCAACGC 
H103A-fw GGTGGCTGCAGTACTGCTAATGGAATGGTGTACACC 
H103A-rv AGTACTGCAGCCACCCAGGATCTTTGC 
Q392A-fw CCACATATTGAGTTCGCTTTTGCACAAATCACCCC 
Q392A-rv GAACTCAATATGTGGTGAATTCTTGCC 
Y510A-fw CTTCAACATTCTCAGCTGTGCATGGTGTGGGAACG 
Y510A-rv TGAGAATGTTGAAGATCGCAGG 
V511F-fw CAACATTCTCATACTTCCATGGTGTGGGAACGTTG 
V511W-fw CAACATTCTCATACTGGCATGGTGTGGGAACGTTG 
V511-rv GTATGAGAATGTTGAAGATCGCAGG 
H512A-fw ATTCTCATACGTGGCTGGTGTGGGAACGTTGTCG 
H512A-rv CACGTATGAGAATGTTGAAGATCG 
H556A-fw GCTCCGGCCGCAGCTACTCAACTACCTGTTTACGC 
H556A-rv AGTAGCTGCGGCCGGAGCATGC 
H556N-fw GCTCCGGCCGCAAACACTCAACTACCTGTTTACGC 
H556N-rv AGTGTTTGCGGCCGGAGCATGC 

 

 

 

Table S2: Retention indices and mass accuracy of derivatization products of D-glucose (GLC), mono- and diketo-
GLC. More details on sample preparations and measurements are listed in the materials and methods (section 
5.2.10). 

Analytes 
Chemical formula of 
quasi-molecular ion 

Retention 
index 

Theoretical 
mass [Da] 

Measured 
mass [Da] 

Mass accuracy 
[ppm] 

2-keto-GLC [C22H53N2O6Si4]+ 2162 553.2975 553.2981 1.0 
3-keto-GLC [C22H53N2O6Si4]+ 2192 553.2897 553.3050 9.5 
2,3-diketo-GLC [C21H48N3O6Si3]+ 2157 522.2845 522.2850 0.9 
GLC [C23H58O6Si5]+ 2188 584.3105 584.3092 2.2 
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Table S3: Parameter sets for simulating stopped-flow traces with the program Berkeley Madonna (version 8.3.14) 
according to material and methods (section 5.2.11). The reductive half-reaction recorded for different electron donors 
(sugars) was simulated in agreement with kinetic model 1red. Abbreviations for utilized sugars: D-glucose (GLC), 

D-galactose (GAL), L-arabinose (ARA), and methyl--D-glucopyranoside (MGP). The oxidative half-reaction 
for the electron acceptor 1,4-benzoquinone (BQ) was simulated according to kinetic model 1ox. Simulated traces of 
the reductive- and oxidative half-reactions for AmPDH are shown as red, dashed lines in Figure S2 or Figure 

S3, respectively, as well as in Figure S4 for variant H556A. 

Variant Substrate k1 [M-1 s-1] k2 [M-1 s-1] εA [M-1 cm-1] εB [M-1 cm-1] εC [M-1 cm-1] 

AmPDH 

GLC 6.9 × 104 5.4 9.0 × 103 1.1 × 103 0.7 × 103 
GAL 5.2 × 104 4.0 9.3 × 103 1.0 × 103 0.8 × 103 
ARA 7.8 × 104 5.0 9.5 × 103 1.5 × 103 1.5 × 103 
MGP 6.5 × 104 1.0 9.3 × 103 1.5 × 103 1.3 × 103 
BQ 8.0 × 103 0.05 1.7 × 103 1.3 × 104 9.2 × 103 

       

H556A 
GLC 1.0 × 102 8.0 × 101 1.3 × 104 9.8 × 103 1.1 × 103 
BQ 3.6 × 104 1.6 × 103 1.2 × 103 2.0 × 104 1.1 × 104 
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Figure S1: GC-MS measurements. (A) Total ion chromatogram of the AmPDH reaction product after 120 min 
on the HP1MS column with electron ionization mass spectrometry detection. Electron ionization mass spectra of 
two-step derivatizations of 2-keto-D-glucose (B1), 3-keto-D-glucose (B2) and 2,3-diketo-D-glucose (B3). 
Isotopologue fraction of the protonated molecular ion of ethoxymation-trimethylsilylation derivatization products of 
2,3-diketo-D-glucose: theoretical distribution (A) and experimental distribution (B). More details on sample 
preparations and measurements are listed in the materials and methods (section 5.2.10). 
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Figure S2: Reductive half-reaction of AmPDH followed by stopped-flow spectroscopy after mixing with sugar 
substrates (A) D-glucose, (B) D-galactose, (C) L-arabinose, and (D) methyl-ơ-D-glucopyranoside. A solution of fully 
oxidized enzyme (30 µM) was mixed with buffer containing various sugar concentrations: 0.15, 0.3, 0.6, 1.2, 2.4, 
and 5 mM in 50 mM potassium phosphate buffer (pH 7.0) at 4°C. All given concentrations are after mixing. The 
reaction was monitored at 463 nm with a stopped-flow spectrophotometer. The kinetic traces from right to left 
correspond to increasing sugar concentrations. Color code for traces: black (experiment); red (simulation with the 
program Berkeley Madonna (version 8.3.14) according to the kinetic model 1red as mentioned in material and 
methods (section 5.2.11) with the parameter sets listed in Table S3. The inset shows the plot of the pseudo-first-
order rate constants versus the concentrations of the respective sugar. 
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Figure S3: Oxidative half-reaction of AmPDH followed by stopped-flow spectroscopy after mixing with 1,4-

benzoquinone (BQ). A solution of fully reduced enzyme (30 µM) was mixed with buffer containing various BQ 

concentrations: 0.15, 0.3, 0.6, 1.2, 2.4, and 5 mM in 50 mM potassium phosphate buffer (pH 7.0) at 4°C under 

anaerobic conditions. All given concentrations are after mixing. The reaction was monitored at 463 nm with a 

stopped-flow spectrophotometer. The kinetic traces from right to left correspond to increasing BQ concentrations. Color 

code for traces: black (experiment); red (simulation with the program Berkeley Madonna (version 8.3.14) according 

to the kinetic model 1ox as mentioned in material and methods (section 5.2.11) with the parameters listed in Table 

S3. Simulations were conducted until 10 sec of reaction time, as the last phase was not considered relevant for the 

oxidative half-reaction of AmPDH. The inset shows the plot of the pseudo-first-order rate constants versus BQ 

concentrations. 
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Figure S4: Reductive and oxidative half-reaction of 30 µM H556A followed by stopped-flow spectroscopy after 

mixing with (A) D-glucose (GLC) or (B) 1,4-benzoquinone (BQ) in 50 mM potassium phosphate buffer (pH 7.0) 

at 4°C under anaerobic conditions. The reaction was monitored at 465 nm with a stopped-flow spectrophotometer. 

All given concentrations are after mixing. Color code for traces: black (experiment); red (simulation with the program 

Berkeley Madonna (version 8.3.14) according to (A) kinetic model 1red or (B) kinetic model 1ox as mentioned in 

material and methods (section 5.2.11) with the parameter sets listed in Table S3. The inset shows the plot of the 

pseudo-first-order rate constants versus varying (A) GLC or (B) BQ concentrations. (A) A solution of fully 

oxidized H556A was mixed with buffer containing various GLC concentrations: 0.15, 0.3, 0.6, 1.2, 2.4, 5, 10, 

20, and 50 mM. The kinetic traces from right to left correspond to increasing GLC concentrations. (B) A solution 

of fully reduced H556A was mixed with buffer containing various BQ concentrations: 0.15, 0.3, 0.6, 1.2, 2.4, 

and 5 mM. The kinetic traces from right to left correspond to increasing BQ concentrations. 
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CHAPTER 6 

Conclusion and Outlook 
 

 

 

 

 

 

 

 

 

 

 

 

 

"He did not arrive at this conclusion by the decent process of 

quiet, logical deduction, nor yet by the blinding flash of 

glorious intuition, but by the shoddy, untidy process halfway 

between the two by which one usually gets to know things." 

Margery Allingham 
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6.1 Conclusion of the thesis 

In the course of this PhD thesis, experimental and computational approaches were combined to 

comprehensively investigate the active site of AmPDH. Consequently, the conclusions could be 

drawn from either an experimental or a computational point of view. Since the aim of this PhD 

thesis was to probe the active site of AmPDH – irrespective of the applied method – the final 

conclusion will be presented in an integrated manner. 

This is especially feasible for Chapter 3 and Chapter 5. In the former chapter, MD simulations 

suggested mutagenesis experiments, which were performed in the course of Chapter 5. Therein, a 

multitude of different experimental techniques was applied to obtain biochemical and biophysical 

insights of active site residues in AmPDH. Whenever possible, these findings were compared to 

MD simulations. A single catalytic base for D-glucose (GLC) oxidation and the importance of other 

active site residues for GLC binding could be elucidated and corroborated. Interestingly, the GLC 

oxidation sites of all variants investigated in this PhD thesis were the same compared to the wild 

type. This outcome was unexpected, since MD simulations suggested that single amino acid 

exchanges could potentially affect the ratio of C2 and C3 oxidation. This indicates that several 

residues are involved in GLC binding and alterations of one of them can be compensated by the 

others. The flexibility in substrate binding could be rationalized by MD simulations in Chapter 3, 

where a diverse H-bonding pattern between different active site residues in wild type AmPDH and 

GLC was observed. Moreover, van der Waals interactions were identified as the main driving force 

for substrate binding, which was observed previously for promiscuous enzymes. The substrate 

promiscuity of AmPDH was subject of another study employing extensive MD simulations, which 

are presented in Chapter 4. Therein, experimentally detected sugar oxidation products could be 

reproduced and new ones predicted, suggesting new experiments. Stopped-flow measurements 

described in Chapter 5 indicated that AmPDH equally prefers C2 or C3 oxidized substrates and 

that the reductive half-reaction is the main determinant for decreased catalytic efficiency of variant 

H556A. Interestingly, most studied variants had a higher oxygen reactivity compared to wild type 

AmPDH, which is still low when compared to ‘true’ oxidases, though, indicating that (i) the wild 
type was efficiently optimized in the course of evolution to be a dehydrogenase and that (ii) the 

chemical environment around the isoalloxazine is indeed important for modulating its oxygen 

reactivity. Finally, mutational studies demonstrated that covalent flavinylation increases the redox 

potential of FAD in AmPDH, which is in agreement with similar studies on other flavoenzymes. 

In this PhD thesis, AmPDH was extensively characterized by experimental and computational 

means. As pointed out in the introduction of this PhD thesis, such an integrated approach is in line 

with recent studies in the area of (computational) protein engineering to gain detailed fundamental 

insights of the studied enzyme and engineer it towards desired functions. 
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6.2 Outlook 

The aim of this PhD thesis was to characterize the active site of AmPDH by biochemical, 

biophysical, and computational means. The ultimate goal was to obtain detailed fundamental 

biochemical insights to provide better approaches for the engineering of AmPDH towards its 

desired applications. 

In this context, an interesting aspect will be to generate additional active site variants, which are 

based on the data obtained in the course of this PhD thesis. Thereby, substrate oxidation sites 

could possibly be altered or new ones introduced, which would certainly be beneficial for 

applications in organic synthesis and bioelectrochemistry. More detailed investigations on the 

increased oxygen reactivities for variants H103A and H556A will be interesting to further 

rationalize this – still elusive – property of flavoenzymes. Generating the double mutant 

H103A/H556A might yield AmPDH variants with even higher oxygen reactivities compared to 

the single mutants H103A and H556A, which could might lead to a better understanding of the 

oxygen reactivity in AmPHD. 

As pointed out in the introduction, QM/MM calculations would be interesting to perform in order 

to obtain more insights into the hydride-transfer from the sugar substrates to the flavin N5-atom. 

Such calculations would also allow to determine the relative energy profiles for the reaction of 

AmPDH with O2, which could potentially provide a better understanding of the oxygen reactivity 

od AmPDH. 

From a computational point of view, faster hardware will allow for increased simulation times of 

more complex systems. This will eventually contribute to make a combined experimental and 

computational approach even more feasible for similar studies on other enzymes as presented in 

this PhD thesis. 
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