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Abstract

Self-assembly of matter is one of nature’s most sophisticated strategies to organize

molecules on a large scale and to create order from disorder. Surface (S-)layer proteins

self-assemble in a highly reproducible and robust fashion in order to form crystalline layers

that completely cover and protect prokaryotic cells. Long conserved during evolution, S-

layers constitute a unique model system to study the molecular mechanisms of functional

self-assembly, while additionally, they provide a basic matrix for the specific construction

of ordered nanostructures. Due to their intrinsic capabilities to self-assemble into two-

dimensional crystals, the elucidation of the three-dimensional structure of single S-layer

proteins demands an approach beyond conventional structure determination methods. In

this work, computer simulations were combined with experimental techniques in order

to study the structure and intra- and intermolecular potentials guiding the proteins to

self-assemble into lattices with different symmetries. Molecular dynamics, Monte Carlo

methods, small-angle X-ray scattering involving a new theoretical description, and AFM-

based single-molecule force spectroscopy yield new insights into the three-dimensional

structure of S-layer proteins, the location, type and distribution of amino acids in S-

layer lattices, the molecular mechanisms behind the self-assembly process, the mechanical

stability and adaptive structural conformations that S-layer proteins are able to establish.

In silico studies - embedded in an adequate experimental and theoretical scaffold - offer

the possibility to calculate structural and thermodynamic features of proteins, while this

work demonstrates the growing impact of such theoretical techniques in the fascinating

field of biophysics at the nano-scale.

V



Kurzfassung

Selbstorganisation ist eine der raffiniertesten Strategien der Natur, um Moleküle in

großem Maßstab zu organisieren und mit wenig Aufwand aus einem ungeordneten ein

strukturiertes molekulares System zu schaffen. S-Schicht Proteine organisieren sich

selbst zu kristallinen zweidimensionalen Schichten auf der Oberfläche prokaryotischer

Zellen, wobei sie die Zelle vollkommen bedecken und sowohl Schutz als auch eine

spezifische Barriere zur Außenwelt bilden. Damit stellen S-Schichten ein einzigartiges

Modellsystem zur Untersuchung der molekularen Mechanismen dar, die der Selbstor-

ganisation zu Grunde liegen. Die Konstruktion definierter Nanostrukturen basiert in

erster Linie auf den Eigenschaften solcher Moleküle, wobei S-Schichten eine hervorragende

selbst organisierte Matrix bilden. Diese Eigenschaften erschweren allerdings auch die

Aufklärung der dreidimensionalen Struktur einzelner S-Schicht Proteine, weil klassische

experimentelle Methoden kaum eingesetzt werden können. In dieser Arbeit werden

theoretische und experimentelle Methoden kombiniert, um die Struktur sowie die intra-

und intermolekularen Potentiale, die der Selbstorganisation von S-Schichten zu Grunde

liegen, zu untersuchen. Molekulardynamische Simulationen, Monte Carlo Methoden,

Kleinwinkelröntgenstreuung zusammen mit neuen theoretischen Auswerteverfahren und

Einzelmolekül-Kraftspektroskopie ermöglichen neue Einblicke in die dreidimensionale

Struktur von S-Schicht Proteinen, die Lage und Verteilung von Aminosäuren im S-

Schicht Gitter, die molekularen Mechanismen der Selbstorganisation, die mechanische

Stabilität und in die unterschiedlichen Konformationen, die S-Schicht Proteine je nach

Bindungspartner einnehmen können. In silico Methoden - basierend auf entsprechenden

experimentellen und theoretischen Ansätzen - ermöglichen die Berechnung dreidimen-

sionaler Strukturen sowie thermodynamischer Eigenschaften von Proteinen. Diese Arbeit

demonstriert die steigende Relevanz solch theoretischer Methoden in der Biophysik.

VI



Contents

Abstract V

Zusammenfassung VI

1 Introduction 1

1.1 Surface layers: An outstanding self-assembly system . . . . . . . . . . . . . 2

1.1.1 The challenge of determining the atomistic structure of S-layers . . 3

1.1.2 The S-layer proteins SbsB and SbpA . . . . . . . . . . . . . . . . . 4

1.2 Computer simulations: Beyond experimental structure determination

methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2.1 The ”other” protein folding problem . . . . . . . . . . . . . . . . . 5

1.2.2 The protein structure prediction process . . . . . . . . . . . . . . . 6

1.2.3 Molecular dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2.3.1 Theoretical background: Newton and motion . . . . . . . 7

1.2.3.2 Interaction potentials and force fields . . . . . . . . . . . . 8

1.2.3.3 Free energy calculation . . . . . . . . . . . . . . . . . . . . 9

1.2.3.4 Limitations and challenges . . . . . . . . . . . . . . . . . . 12

1.2.4 Langevin and Brownian dynamics . . . . . . . . . . . . . . . . . . . 13

1.2.5 Monte Carlo simulations . . . . . . . . . . . . . . . . . . . . . . . . 14

1.2.6 Coarse-graining and statistical potentials . . . . . . . . . . . . . . . 14

1.3 Structure prediction of an S-layer protein: A hybrid approach . . . . . . . 16

1.4 Small-angle X-ray scattering . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.4.1 Theoretical basics of X-ray scattering . . . . . . . . . . . . . . . . . 18

1.4.2 Reconstruction of low-resolution structures . . . . . . . . . . . . . . 23

1.4.3 Instrumentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.5 Self-assembly in a fractal space: Toward an understanding of S-layers in

solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

1.5.1 The fractal geometry . . . . . . . . . . . . . . . . . . . . . . . . . . 28

1.5.2 Scattering of S-layer proteins: Theoretical scaffold . . . . . . . . . . 28

1.5.3 Scattering of S-layer proteins: Refinement of the structure . . . . . 32

1.6 AFM-based single-molecule force spectroscopy . . . . . . . . . . . . . . . . 34

1.6.1 Basic principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

1.6.2 Mechanical stability can be regulated by ligand binding . . . . . . . 36

1.6.3 S-layers: May the force be with them! . . . . . . . . . . . . . . . . . 37

1.7 The structure of an SbpA unit cell . . . . . . . . . . . . . . . . . . . . . . 40

1.8 Molecular mechanisms of S-layer protein self-assembly . . . . . . . . . . . . 43

VII



2 Publications 47

2.1 C. Horejs, D. Pum, U.B. Sleytr, R. Tscheliessnig. Structure prediction of

an S-layer protein by the mean force method. (published in the Journal of

Chemical Physics) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.2 C. Horejs, D. Pum, U.B. Sleytr, H. Peterlik, A. Jungbauer, R. Tscheliess-

nig. Surface layer protein characterization by small-angle X-ray scattering

and a fractal mean force concept: From protein structure to nanodisk

assemblies. (published in the Journal of Chemical Physics) . . . . . . . . . 66

2.3 C. Horejs, H. Gollner, D. Pum, U.B. Sleytr, H. Peterlik, A. Jungbauer,

R. Tscheliessnig. Atomistic structure of monomolecular surface layer self-

assemblies: Toward functionalized nanostructures. (published in ACS Nano) 77

2.4 C. Horejs, M.K. Mitra, D. Pum, U.B. Sleytr, M. Muthukumar. Monte

Carlo study of the molecular mechanisms of surface-layer protein self-

assembly. (published in the Journal of Chemical Physics) . . . . . . . . . . 91

2.5 C. Horejs, R. Ristl, R.Tscheliessnig, U.B. Sleytr, D. Pum. Single-molecule

force spectroscopy reveals the individual mechanical unfolding pathways of

a surface layer protein. (revision submitted to the Journal of Biological

Chemistry) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

2.6 U.B. Sleytr, B. Schuster, E.M. Egelseer, D. Pum, C. Horejs, R. Tscheliess-

nig, N. Ilk. Nanobiotechnology with S-layer proteins as building blocks.

Chapter: Molecular modeling and computer simulations. In Progress

in Molecular Biology and Translational Science: Molecular Assembly in

Natural and Engineered Systems. (Ed. Howorka, S., Elsevier, Amsterdam)

(in press) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

3 Summary and Conclusions 110

4 Bibliography 112

5 Appendix 133

List of Figures 133

List of Abbreviations 137

List of Symbols and Physical Constants 138

Curriculum vitae 139

VIII



1 Introduction

The fascinating process of biological molecules organizing themselves into a variety of

ordered large-scale structures has arrested the attention of scientists over decades.1–3 Self-

assembly of matter is one of nature’s strategies to organize molecules on a large scale and

provides the basis for the ordered formation of a variety of biological structures such

as DNA,4 lipids,5,6 viruses,7 polymers8,9 and self-assembled monolayers.10 Mimicking

nature’s strategy, self-assembly provides a promising tool for the controlled bottom-up

design of biological material on a very short length scale. Surface (S-)layers represent

one remarkable example of a highly robust self-assembly system based on proteins.11,12

These crystalline protein layers cover a great variety of prokaryotic cells and are built

up by so called S-layer proteins, which self-assemble in vivo and in vitro into highly

ordered structures with defined pores and lattice constants and they provide the outermost

barrier between the cells and the environment.13–15 Surface layers represent on the

one hand a unique model system to investigate the molecular mechanisms of self-

assembly,16 and can serve on the other hand as a basic matrix for the controlled bottom-

up design of nanostructures. S-layer proteins have been extensively studied for such

nanobiotechnolgical applications and lots of basic research has been done in order to

understand the genetics, the structure, the function, the biochemistry and biophysics of

S-layers,15 but still we don’t know the atomistic structure of one unmodified native S-

layer protein nor the structure and interactions of self-assembled S-layers at an amino

acid level. The aim of this study is the elucidation of atomistic structural details of

S-layers and the understanding of this fascinating self-assembly process by means of a

combined approach of computer simulations and experimental techniques. In a first step

molecular dynamics simulations of protein folding based on pre-modeled protein domains

offered the opportunity to obtain a structural model at an atomistic level of one S-layer

protein, which could be consecutively refined using small-angle X-ray scattering. The

description of self-assembling systems in solution demands a formulation of an adequate

theoretical background, which has been done using the concept of a fractal mean force for

the intra- and intermolecular interactions of the proteins. Based on this structural model,

Monte Carlo simulations were performed to study the self-assembly of S-layers in solution

at an amino acid level, which opened up the path to determining the morphology of an

S-layer lattice and the kinetics of the self-assembly process. A structural model of the

unit cell of another S-layer protein, which self-assembles into more complex structures,

has been calculated based on the same approach, but could be additionally refined using

three-dimensional modeling by transmission electron microscopy. Finally, one individual

S-layer protein has been mechanically unfolded using AFM-based single-molecule force

spectroscopy, which revealed not only a high mechanical stability of S-layers, but gave also

insight into the different unfolding pathways when the proteins are bound to their specific

ligands in the cell membrane. This combination of techniques led to structural models of
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two different S-layer proteins, which could fairly well explain experimental findings and

observations. New structural details and molecular mechanisms could be revealed, which

will help to better understand the concept of self-assembly itself as well as the specific use

of S-layers in nanobiotechnology. The successful implementation of in silico methods for

the modeling of S-layer proteins demonstrates the importance of this technique for the

molecular study of proteins - when embedded in an adequate experimental background.

1.1 Surface layers: An outstanding self-assembly system

S-layers constitute the outermost cell component of most archaea and of hundreds of

different species of bacteria. They are composed of single protein or glycoprotein species

with molecular weights ranging from 40 to 200 kDa. These proteins crystallize on the cell

surface into lattices with different symmetries (p1, p2, p3, p4, p6) and completely cover

the cell surface.13–15 Figure 1 A shows an example of a cell covered by a crystalline S-layer

and (C-F) electron micrographs of self-assembled S-layers with different symmetries.

A             B

100 nm

C       D         E          F

Figure 1: Surface layer proteins. (A) Electron micrograph of a freeze-etched preparation of
Desulfotomaculum nigrificans showing a regular S-layer lattice.17 (B) Recrystallized patches of
the S-layer protein SbpA from Lysinibacillus sphaericus CCM2177 on a silicon solid support
visualized by atomic force microscopy. (C-F) Different lattices symmetries: (C) p1, (D) p2, (E)
p4, (F) p6.

S-layers are about 4 to 20 nm thick. Due to the lattice symmetries they exhibit pores

of identical size and morphology ranging from 2 to 8 nm.15 The specific S-layer proteins
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are linked to each other and to the cell wall by non-covalent interactions. In archaea

the S-layer is the only wall component integrated into the plasma membrane, where in

gram-positive bacteria the proteins are bound to secondary cell wall polymers (SCWPs),

which are covalently linked to the peptidoglycan.18,19 For some S-layer protein species

certain domains could be identified that are responsible for the binding of SCWPs in the

cell wall, which are called S-layer homologous (SLH) domains.20,21 The functions of S-

layers for the cells might be mainly the determination and maintenance of the cell shape,

the protection of the cell and to provide a molecular sieve, where they can also play a

pathogenic and adhesion role.22,23 The remarkable feature of S-layer proteins lies in their

ability not only to self-assemble in vivo, but also in solution, on lipids, at interfaces and

on various surfaces13 (Figure 1 B shows exemplarily a crystallized S-layer on a silicon

support and Figure 2 different self-assembled S-layers in solution).

Figure 2: Self-assembly products of negatively stained S-layer proteins in solution visualized by
transmission electron microscopy.24

Additionally, due to the robustness of the self-assembly process, S-layer proteins can

be genetically modified, truncated and fused with various molecules while still maintaining

their intrinsic function. This fact has led to a wide range of nanobiotechnological

applications, e.g. for biochip development, vaccine development, liposome coating,

diagnostic systems, immobilized biocatalysts, binding of nanoparticles and pH biosensors

(a state-of-the-art overview is given in25).

1.1.1 The challenge of determining the atomistic structure of S-layers

S-layers have been successfully investigated and used in nanobiotechnology over decades

and thus, lots of information could be gathered regarding the three-dimensional structure

of S-layer proteins. The location of certain amino acids on an S-layer could be determined

by introducing specific mutations and subsequent screening for the location of these

mutations.26–28 Truncated recombinant forms were produced to obtain protein fragments

that crystallize into isotropic three-dimensional crystals in order to perform X-ray

crystallography studies.29–31 Electron microscopy was used to model the structure of an S-

layer unit cell32 and small-angle X-ray studies of truncated proteins gave some structural
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insights into the molecular organization of S-layer proteins.33 The charge decoration and

anisotropy of S-layer lattices could be revealed by various biochemical modifications34–38

and biophysical studies addressed the elucidation of structural properties of S-layers in

general.39–41 All these studies helped to better understand the behavior and properties

of S-layers. However, we do not know the full atomistic structure of one single

unmodified native S-layer protein. Classical structure determination methods such as

X-ray crystallography and nuclear magnetic resonance (NMR) pose problems due to the

size and the intrinsic self-assembly capabilities of S-layer proteins.25 S-layers in solution

immediately interact in order to nucleate into small oligomeric precursors which grow

into monomolecular large-scale structures.42 The isotropic crystallization of one individual

protein is impossible for proteins having the intrinsic function to self-assemble in solution.

Moreover, recent studies on the self-assembly kinetics of one S-layer revealed that this S-

layer protein adapts a different conformation in its monomeric state than as part of the

S-layer lattice, that is to say that the proteins first condense into an amorphous cluster

in a rather extended conformation before they restructure to form a crystal of folded

unit cells.41,43 The lack of atomistic structural details demands somehow a trial-and-error

approach for the directed and specific use of S-layer proteins as a matrix for molecular

construction kits and complicates the elucidation of the molecular mechanisms that make

these huge proteins self-assemble so reproducibly into highly ordered large-scale layers.

1.1.2 The S-layer proteins SbsB and SbpA

This work focuses on the two S-layer proteins SbsB from Geobacillus stearothermophilus

pV72/p244 and SbpA from Lysinibacillus sphaericus CCM2177.45 SbsB consists of 920

amino acids (with 31 N-terminal amino acids comprising the signal peptide) and has a

molecular weight of 98 kDa. This S-layer protein self-assembles into lattices with p1

symmetry (one protein per unit cell) with lattice constants of a=9.91 ± 0.06 nm, b=7.66

± 0.05 nm and γ=81.1 ± 0.1◦.42 The secondary structure distribution, as determined by

far-UV CD yielded α-helical fractions of 7-11% and β-sheet fractions of 34-38%. Thermal

and chemical unfolding studies revealed a complex unfolding behavior leading to the

assumption of a multi-domain protein.39 SbsB consists of three SLH domains, which are

located at the N-terminus46,47 and are responsible for the specific binding of the SCWP.48

The S-layer protein SbpA consists of 1268 amino acids (with 30 amino acids comprising

the signal peptide) and self-assembles into lattices with p4 lattice symmetry (four proteins

per unit cell). The lattice parameter of the square lattice is a=13.1 nm. SbpA also exhibits

three N-terminal SLH domains and shows a similar secondary structure distribution as

SbsB. This S-layer protein has been extensively studied and used for nanobiotechnological

applications due the formation of p4 lattices.38,49–56
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1.2 Computer simulations: Beyond experimental structure de-

termination methods

1.2.1 The ”other” protein folding problem

Anfinsen and co-workers demonstrated almost exactly 50 years ago that the three-

dimensional structures of proteins are completely determined by their amino acid

sequences.57 Thus, only twenty different amino acid types account for the huge amount

of astonishingly diverse protein structures in nature. Based on the experiments by

Anfinsen and co-workers it became clear that the native structures of proteins are

thermodynamically stable conformations, which represent global minima of the accessible

free energy.58 Some years later Levinthal addressed the kinetics of protein folding

by asking the question, how proteins can fold so fast while having so many possible

conformations to randomly search through.59 This argument became famous as the

Levinthal paradox60,61- how to find the native state by a random search among all

possible configurations at such a short timescale? The thermodynamic question of how

the amino acid sequence dictates the structure of a protein and the kinetic question

of how a protein can fold so fast are together known as the protein folding problem.62

The protein folding problem was intensively addressed by means of statistical theories of

energy landscapes58,63–66 and the simulation of simplified models of proteins67–71 and it was

referred to as the second half of the genetic code.72 Although still object of many scientific

debates, a fairly well accepted conclusion has been reached, termed the ”new view”, as

opposite to a variety of different ”old” views of the protein folding problem.73 The ”new

view” of protein folding theory regards the folding process as the progressive organization

of an ensemble of partially folded structures through which the protein passes on its

way to the native structure downhill the energy landscape.71,74 This energy landscape,

which is basically the free energy of each conformation as a function of the degrees of

freedom, has a rugged funnel-like shape toward the native structure.58,75 The concept

of a folding funnel together with recent insights into the folding code and the kinetics

represent a huge step toward the solution of the protein folding problem,62 where much

controversy still remains on various topics such as pathway diversity, denaturated states,

kinetic and energy barriers and misfolding of proteins.76 However, recent experimental

results77,78 provide strong evidence that there exists an ensemble of collapsed minimum

energy states comprising the funneled energy landscape and from this ensemble the native

state is acquired through a barrier-limited transition.

Embedded in this theoretical background the prediction of the three-dimensional structure

based on the amino acid sequence by means of computational methods including

bioinformatic tools as well as different simulation algorithms becomes possible. This

challenge was called by Karplus and Kuriyan the ”other” protein folding problem,79

namely to predict the native conformation based only on the primary sequence. Protein

structure prediction schemes can be categorized into three classes: ab initio or de novo
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prediction, fold recognition and homology modeling, where the last two methods are

template-dependent and normally not sufficient for a complete prediction of the three-

dimensional structure.80,81 Although de novo predictions still face various problems

regarding the accuracy, the expensive cost of time - even the fastest proteins take

microseconds to fold, and the reliability of simulated structures due to the difficulty

of sampling the whole energy landscape,82 all-atom structure prediction and folding

simulations have been successfully applied to predict structures and to give insights into

protein folding and unfolding.83–90 Moreover simplified protein models and coarse-graining

strategies paved the way for faster simulation procedures and enabled the use of longer

time scales. A yearly assessment of various structure prediction methods organized by

the protein structure prediction center (www.predictioncenter.org) shows the astonishing

progress that has been already achieved by in silico methods.91

1.2.2 The protein structure prediction process

The first step toward the prediction of the tertiary structure of a protein is the

identification of possible related primary sequences. Various online databases and tools are

available to find relationships between protein sequences.92 Additionally, the secondary

structure and possible domains can be predicted by various algorithms based on the

amino acid sequence (an overview of databases and tools is collected at www.expasy.org).

If structural and sequence homologues can be identified, a possible structure might be

predicted by using homology or comparative modeling, which is based on the idea that

similar protein sequences encode similar three-dimensional structures.93 Thereby one

can produce all-atom three-dimensional models based on the alignment of the protein’s

sequence to one or more related known protein structures,94,95 which is referred to as

sequence-template alignment.94 This method is restricted to sequence alignments with

relatively high sequence identity (>30%).96 Another possible method to predict the

three-dimensional structure of a protein even in the absence of clear homology is called

fold recognition or threading.96,97 This method works by comparing the target sequence

with potential fold templates using potentials and similarity scoring methods. The best

structural fit is the one with the lowest energy score. The term threading refers to

a method where a sequence is fitted or threaded on to the backbone coordinates of

known protein structures.96 The applied potentials highly influence the outcome of the

modeling process, where various structures were successfully predicted using specific pair-

pair interactions.98 Both methods strongly rely on the existence of experimentally known

protein structures. A method, which is independent of structural homologies and sequence

similarities, is called ab initio or de novo structure prediction. The goal is to predict the

three-dimensional structure based entirely on the laws of physics and chemistry and the

amino acid sequence. The approach is to simulate the interactions of amino acids, which

guide the folding of the protein toward the minimum of the folding funnel that is to say
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the global free energy minimum. Various different simulation algorithms and potential

functions as well as protein representations ranging from simple lattice to all-atom models

can be applied in order to simulate the protein folding process.

1.2.3 Molecular dynamics

1.2.3.1 Theoretical background: Newton and motion ”Corpus omne persever-

are in statu suo quiescendi vel movendi uniformiter in directum, nisi quatenus a viribus

impressis cogitur statum illum mutare.”I Newton’s first law of motion states that an object

will remain at rest or if in motion continues in uniform motion unless an external force

acts upon it. This fundamental law of physics, which was already formulated in 1687,

provides the basis for molecular dynamics, which is the science of simulating motion of a

system of particles by generating successive configurations by integrating Newton’s laws

of motion.99,100 Therefore, molecular dynamics - in contrast to the static, frozen view

we can obtain from experimental techniques such as X-ray crystallography - gives us

the opportunity to study the dynamics of molecular systems by predicting motion.99,101

Newton’s second law indicates that force equals the rate of change of momentum F = ma

and the third law states that to every action there is an equal and opposite reaction.

These laws of motion lead to the following differential equation that describes the motion

of a particle of mass m along one coordinate x with the force F acting upon it:100

d2x

dt2
=
Fx
m

(1)

If we follow the concept of classical mechanics and take into account the principle

of least action, matter or in the present case molecules will choose of all possible

trajectories the one of least action, where in Newton mechanics the least action is defined

by W =
t1∫
t0

L(t, qi(t), pi(t))dt with qi being generalized coordinates and pi generalized

momenta, which span the phase space of the system containing all possible configurations.

L(qi, q̇i, t) = K − V is the Lagrange function with K being the kinetic and V being

the potential energy, where the equations of motion might be now written down in the

following way:

d

dt

∂L(qi, q̇i)

∂q̇i
=
∂L
∂qi

(2)

Including the definition of the kinetic energy
∑
i

miq̇
2
i

2
, the potential energy V (qi) and

Cartesian coordinates ri, we obtain Newton’s second law of motion mir̈i = Fi, where

Fi = ∇riL = −∇riV represents the force on the particle i in the system. The generalized

momentum can be calculated by pi = ∂L
∂q̇i

. Consequently the Hamiltonian equations of

motion as a Legendre transformation of the Lagrange function can be written as:

IIsaac Newton, Philosophiae naturalis principia mathematica, 1687
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ṗi = −∂H(pi, qi)

∂qi
(3)

q̇i =
∂H(pi, qi)

∂pi
(4)

where H(pi, qi) = K(pi) + V (qi) with assuming a Born-Oppenheimer approximation

averaging out the rapid motion of the electrons. Therefore, calculating trajectories

involves solving either a system of 3N second-order differential equations according

to Newton’s equations of motion or 6N first-order differential equations following

Hamiltonian mechanics - when having N particles in the system.102 There are various

algorithms for integrating the equation of motions like finite difference methods and

predictor-corrector algorithms,100 which have a main influence on the stability and time

resolution of molecular dynamics simulations. Based on Newton’s basic three laws and

the resulting formulation of equations of motion three key quantities for the simulation

of molecules are related: time, configuration and energy.99

1.2.3.2 Interaction potentials and force fields The potential energy term in

the Hamiltonian contains information regarding inter- and intramolecular interactions

between N particles or atoms in a system with the Cartesian coordinates ri, which can be

divided into terms depending on the coordinates of single atoms, atom-pairs, atom-triplets

and so on:

V (ri, rj) =
∑
i

υ1(ri) +
∑
i

∑
j>i

υ2(ri, rj) +
∑
i

∑
j>i

∑
k>j>i

υ3(ri, rj, rk) + ... (5)

The first term υ1 in equation 5 describes the effect of an external field on the potential

energy, the second term υ2 represents the pair potential, which only depends on the

distance rij = |ri − rj| between the atoms i and j and υ3 includes atom-triplets, which

play a major role in fluid systems. The three-body terms in the potential energy function

are normally not included in molecular dynamic simulations of biomolecules due to the

expensive time cost, but many-body effects can be adequately incorporated by defining

an effective pair potential υeff (rirj). In order to describe the energy of a system based

on pairwise interactions, empirical model force fields were developed, because the direct

calculation by means of quantum chemistry is not quite feasible for large molecules.103

Force fields describe an approximation of the potential energy function along with an

associated set of parameters, which are normally obtained from experimental and/or

quantum mechanical studies of small molecules.104 The force that every atom in the

system experiences is specified by the force field and a simple set of classical pairwise

functions is used to describe the potential energy of the system:100
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V (rN) =
∑
bonds

ki
2

(li − li,0)2 +
∑
angles

ki
2

(θi − θi,0)2+

∑
torsions

Vn
2

(1 + cos(nω − γ)) +
∑

nonbonded

(
4εij

[(
σij
rij

12
)
−
(
σij
rij

6
)]

+
qiqj

4πε0rij

) (6)

The first term in equation 6 models the interactions between bonded atoms by a

harmonic potential, the second harmonic potential models angle bending, the third term

is a torsional potential that accounts for bond rotation and the fourth term comprises

non-bonded interactions, where the first term corresponds to van der Waals interactions,

here modeled by a 12-6 Lennard-Jones potential, and the second term to electrostatic

interactions modeled by a simple Coulomb potential. The combination of such a potential

energy function and the various parameters that go into it constitutes a force field.

There is a large number of force fields that have been specifically developed for the

simulations of proteins such as AMBER,105 CHARMM,106 OPLS,107 GROMOS108,109 and

many others.103

Long-range interactions in the system can be additionally included using various methods

such as Ewald summation110 or the reaction field method,111 which both take into account

long-range electrostatic interactions.

1.2.3.3 Free energy calculation Statistical mechanics connects microscopic simu-

lations and macroscopic thermodynamic observables and based on statistical mechanics

principles the probability of finding a molecular system in one state or another is governed

by the difference in the free energy of those states.112,113 The differences in the free energy

also guide a protein to fold into its native structure and defines the stability of possible

protein conformations. Therefore, when simulating the folding or unfolding of a protein

the main parameters of interest are the free energies for all possible conformations. The

absolute free energy of a system with N atoms is defined by:

A = −kT lnZ (7)

where k is the Boltzmann constant, T the temperature and Z the canonical partition

function as defined in classical statistical mechanics:

Z =
1

(h3NN !)

∫ ∫
e
−H(p,q)
kT dpdq (8)

where h is the Planck constant, H the Hamiltonian, q the coordinates and p the

momenta. The probability of finding the system in a certain configuration is proportional

to the Boltzmann factor e
−H(p,q)
kT :
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π(p, q) =
e
−H(p,q)
kT∫ ∫

e
−H(p,q)
kT dpdq

(9)

The ensemble average of a given quantity Q is then given by:

〈Q〉 =

∫ ∫
Q(p, q)e

−H(p,q)
kT dpdq∫ ∫

e
−H(p,q)
kT dpdq

=

∫ ∫
Q(p, q)π(p, q)dpdq (10)

The integral in equation 8 runs over all 6N phase space coordinates and is only

computable for very small systems due to insufficient sampling during finite simulations

and consequently weak Boltzmann statistics. The integral in equation 10 is easier to

evaluate and free energy differences can be expressed by ensemble averages of atomic

configurations. Therefore, free energy differences can be calculated using statistical

molecular dynamics simulations. Different methods are available for the calculation of

solvation free energies, binding free energies and conformational free energies. These

methods may be performed either under equilibrium or non-equilibrium conditions and

the sampling may be either restrained or unrestrained.100,114 However, only a very small

part of the total phase space can be sampled in molecular dynamics simulations, which

complicates the calculation of the difference in free energy between two states of the

system. The simplest method is to count the number of configurations that satisfy a

certain objective criterion.115 In the thermodynamic integration technique116 a discrete

coupling parameter 0 < λ < 1 is introduced, which can be altered continuously in the

simulation, along which the following integral can be determined:

∆A =

λ=1∫
λ=0

〈
∂H(p, q)

∂λ

〉
dλ (11)

In free energy perturbation theory60 the change of the free energy is calculated from

the expectation value of the Boltzmann weighted free energy difference between two states

0 and 1:114

e−β∆A = 〈e−β∆V 〉λ=0 (12)

where β = 1
kT

and ∆V is the potential energy of state 1 relative to the reference state 0.

These methods hold true for systems under equilibrium conditions. To obtain converged

statistics, the conformational space has to be adequately sampled, which is a rather

complicated task due to the complex energy landscapes of molecules containing many

local minima and maxima. On the one hand λ might be treated as a dynamic coupling

parameter in order to chose effective pathways and enhance the sampling efficiency, on the

other hand umbrella sampling117 offers the opportunity of imposing a potential energy

bias to enforce uniform sampling. Thereby an external potential Vbias(λ) is included

that virtually smoothens the rough free energy landscape, where a reasonable estimation
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of Vbias poses a great challenge. Another highly effective possibility constitute non-

equilibrium methods.

According to the second law of thermodynamics, if one parameter of a system like the

coupling parameter λ is changed from λ0 to λt, the average work done on the system

cannot be smaller than the difference between the free energy at the initial state at t = 0

and the final state at t = t:

∆A ≤ 〈W 〉 (13)

According to that non-equilibrium processes provide only an upper limit for the free

energy difference.118 In 1997 Jarzynski119,120 formulated an equality between the change

of the free energy and the work for infinitely slow changes of λ. This equality opened

up the path for determining free energy differences from non-equilibrium processes and

besides experimental impact121 led to a new method called steered molecular dynamics,118

where time-dependent external forces can be applied to the system.

e−β∆A = 〈e−βW 〉 (14)

If the coupling parameter λ is now a physical degree of freedom, such as an interatomic

distance or another conformational variable, the free energy profile as a function of this

coordinate is called a potential of mean force (PMF) and λ is called the reaction coordinate

and termed ζ. If the process is infinitely slow or reversible, then the work is the reversible

work or the potential of mean force ω(ζ) and is therefore related to the mean force by:

∆ω[ζ(ζ ′)] = ∆A[ζ(ζ ′)] = −
ζ′∫

ζ0

〈F [ζ(ζ∗)]〉dζ∗ (15)

where 〈F [ζ(ζ∗)]〉 is the mean force acting along the reaction coordinate. Hence, the

derivative of the free energy and the average force acting along the reaction coordinate ζ

can be written as:

dA(ζ)

dζ
= −〈Fζ〉ζ (16)

Jarzynski’s equality119,120 is a relation between equilibrium free energy differences

and work done through non-equilibrium processes118 and based on this discovery the

free energy landscape of non-equilibrium systems can be sampled, where it still remains

a big challenge to sample rare events and overcome free energy barriers that separate

thermodynamic states of interest, which is the case for the simulation of macromolecules.

In order to calculate the potential of mean force constrained122–126 or unconstrained127,128

simulations can be performed. When using constrained molecular dynamics simulations to

calculate dA
dζ

, the reaction coordinate ζ is kept constant by applying a force −λ∇ζ, where
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λ is a Lagrange multiplier associated with ζ(x) = ζ∗. Thereby the applied constraint force

−λ∇ζ prevents ζ from changing and represents a direct measurement of the derivative

of the free energy. However, a sampling of all possible pathways between two different

states seems to be rather impossible using a constraint force. In contrast, unconstrained

molecular dynamics methods, where ζ is not constrained, offer a more uniform sampling

of the free energy landscape through a biased sampling along ζ. One such method, which

was also used in this work, is the adaptive biasing force method (ABF).128,129 In the

framework of this approach, the force Fζ is accumulated in small bins of size δζ and the

mean force along the reaction coordinate ζ is estimated from a running average in the

respective bin:

dA(ζ)

dζ
=

〈
∂V (x)

∂ζ
− 1

β

∂|J |
dζ

〉
= −〈Fζ〉ζ (17)

where V (x) is the potential energy and |J | is the determinant of the Jacobian for the

inverse transformation from generalized to Cartesian coordinates. 〈Fζ〉ζ is the average

force acting along the reaction coordinate.127 Based on this calculation, an external force

is applied −〈Fζ〉ζ∇ζ that opposes the mean force. Therefore, the adaptive biasing force

applied along the reaction coordinate ζ equals:

FABF = −∇Ã = −〈Fζ〉ζ∇ζ (18)

where Ã is the estimate of dA(ζ)
dζ

in the respective bin. This biasing force ensures with

the evolution of time that the force acting along ζ averages to zero and the system moves

by its self-diffusion properties, while the free energy is directly reconstructed from its

derivative.

1.2.3.4 Limitations and challenges Molecular dynamics simulations of protein

folding and consequently, the solution of the ”other” protein folding problem, namely

to calculate the native three-dimensional conformation of a whole protein, faces in

practice still a variety of difficulties.82,99 Force fields, although especially designed and

parametrized for proteins, are still not able to completely reproduce the potential energy

surface of proteins.130 Moreover, energy functions, especially regarding the solvent,

electrostatic interactions and cross-terms influence the reliability of the results. During the

folding process of a protein, long-range water-mediated potentials smooth the underlying

folding funnel and there is a lot of research going on to determine the exact role explicit

water molecules play in protein folding.74,131 As mentioned in chapter 1.2.3.2 three-body

terms that account for fluid systems, are normally not included in molecular dynamics

simulations due to the expensive time cost and effective pair potentials as well as buried

surface area terms should account for hydrophobic effects due to water molecules. These

are still poor representations of solvents in simulations and even when explicit rather

than implicit water models are used, they cannot capture the important effect of water
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for protein folding. The simulation of biomolecules demands timescales of micro- to

milliseconds, which is still not possible using computer simulations although a lot of

effort is made to develop adequate hardware for the simulation of such large systems.82

Another problem arises due to the complex energy landscapes of biomolecules and the

related sampling of configurational states to give better Boltzmann statistics.

However, if appropriate initial conditions, adequate force fields and analyzing methods

are applied, molecular dynamics simulations of protein folding are possible as it has

been successfully proved.83–90 The additional development of coarse-grained models and

experimental input help to simulate protein structures and an ongoing effort to enhance

sampling methods and force fields promises a huge step toward the solution of the ”other”

protein folding problem. If one is interested in different protein folding pathways or the

whole ensemble of possible collapsed states, thus the detailed structure of the folding

funnel, all-atom simulations have to be carried out, which will remain, even with better

computational equipment, a great challenge in the future, especially for larger systems.

However, three-dimensional structures can be already calculated using coarse-grained

models and experimental input, without sampling the whole conformational space, while

ensuring that the main paradigms of protein folding are captured in the simulations.

Protein folding follows classical physical and chemical principles and therefore, folding

simulations based on the same principles - if embedded in an adequate experimental

background - become possible in order to predict three-dimensional protein conformations.

1.2.4 Langevin and Brownian dynamics

Langevin and Brownian dynamics are both methods based on molecular dynamics, where

additional terms are included in order to better capture the influence of a solvent and

diffusion properties of the system. The choice, which kind of algorithm should be used for

the simulation, depends upon which contributions are expected to dominate in the motion

of the system. Langevin dynamics is based on the Langevin equation,132 which describes

Brownian motion and represents a stochastic differential equation. The Langevin equation

incorporates a frictional term and a random force:

m
d2r

dt2
= F (r)− ξ dr

dt
+R (19)

with ξ being the friction coefficient and R the random forces experienced by the atom.

The random forces R have a Gaussian probability distribution and represent the random

impulses of the solvent and solute molecules. By including the friction coefficient ξ the

frictional drag of molecules in an implicit solvent can be simulated.

In Brownian dynamics the Langevin equation is numerically integrated while a very large

friction coefficient ξ is assumed. Thereby a random walk, describing the motion of a

molecule due to the damping effect of the solvent, can be simulated yielding a diffusional

trajectory.104
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1.2.5 Monte Carlo simulations

Monte Carlo methods, in contrast to molecular dynamics, represent a stochastic

approach in order to generate representative configurations of a system under specific

thermodynamic conditions, where the positions of the particles or atoms are randomly

changed. In contrast to molecular dynamics, there is no contribution of the momenta of

the particles, so the potential energy does not depend on the velocities of the atoms. The

Metropolis algorithm133 generates a Markov chain of states implying that the states are

not connected in time. Thereby the positions of the particles of the system are changed

randomly and the potential energy of the new configuration is calculated. If the energy

value of the new configuration is less than of the former configuration, the new one is

accepted, if it is greater than for the former configuration, the new one is accepted with a

Boltzmann probability exp(−∆Vnm
kT

) with ∆V = (
N∑
j=1

υ(rnij)−
N∑
j=1

υ(rmij )) being the potential

energy difference and n and m the two different states, and otherwise rejected based on

the probabilities of the two states:

πn
πm

=
Z−1
NV T exp(−βVn)

Z−1
NV T exp(−βVm)

=
exp(−βVn) exp(−β∆Vnm)

exp(−βVn)
= exp(−β∆Vnm) (20)

with ZNV T being the canonical partition function. Therefore, a random number is

generated between zero and one, which is then compared with exp(−∆Vnm
kT

) and if it is less,

the move is accepted. This process is iterated until sufficient statistics are achieved.100,102

Monte Carlo methods can serve as an alternative for the calculation of structural and

thermodynamic properties of a system especially if the dynamics, that is the time

evolution of the system, are not of particular interest. If adequate potential functions and

smart coarse-graining procedures are defined, Monte Carlo simulations can be successfully

used in order to simulate biomacromolecules with much less computational time-cost as

in molecular dynamics.

1.2.6 Coarse-graining and statistical potentials

Questions regarding protein folding, structure and dynamics can be also addressed at

a non-atomistic level when using low-resolution representations of proteins, where these

simplified models consist of much fewer parameters. The process of reducing the degrees

of freedom is called coarse-graining.134 Thereby the protein is represented by a chain

of beads, where the number of beads per amino acid residue defines the degree of

”coarsening” and bonds are either represented as simple lines omitting covalent terms

or as elastic springs in order to enable motion of the beads relatively to each other. The

beads are normally placed in the center of mass of the amino acid or the side chain if

more beads per amino acid are used. The protein can be either simulated off-lattice or

the beads can be configured on a two- or three-dimensional spatial lattice, which is then

referred to as lattice model. So called ”Gō models” represent the first lattice models
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that were applied in order to study protein stability and kinetics.68,69,135 Gō models

are one-bead per amino acid representations of proteins, where the structure is biased

toward the native configuration by means of simple attractive or repulsive non-bonded

interactions between the beads.134,135 Therefore non-physical potentials are used in order

to reach the native conformation. The simplest lattice models using physical potentials

are HP models, where every bead is assigned either a hydrophobic (H) or a polar (P)

flavor.136 Each configuration of the bead-chain is a self-avoiding walk on a lattice, where

the modeled protein is subject to excluded volume and an HH attraction free energy,

i.e. the contacts between hydrophobic beads are favorable. Therefore, the native state

is defined as the set of conformations with the largest possible number of HH contacts.

The obvious disadvantage of such a simplified model is the loss of resolution, which leads

to problems regarding the identification of the correct native state.137 However, a rough

coarse-graining approach like the use of lattice models opens up the possibility to explore

larger conformational changes at much longer timescales. Moreover, lattice models allow

the direct enumeration of conformations, which enormously simplifies the computation of

a partition function. HP models represent only two types of flavors, which is a rather

oversimplified representation of the 20 possible amino acid types. A much more realistic

description of a protein can be achieved by applying a unique flavor for every amino acid

bead incorporating contact potential terms and charges. These empirical knowledge-based

potentials, which represent either solvent-mediated or intramolecular effective residue-

residue contacts, are calculated based on contact frequencies of residues in the protein data

base.138,139 The overall energy is calculated as a sum of pairwise interactions, where for

every possible amino acid pair a different contact energy value is applied. Generally, this

kind of potentials account for the effect of closely located amino acids due to the fact that

they are computed based on experimentally determined native protein conformations. The

amino acids interact in a certain cutoff range, where additionally electrostatic interactions

can be included. Shortcomings are the overestimation of hydrophobic interactions and the

limited applicability to denaturated structures. A variety of different effective statistical

potentials has been formulated,140–143 where different interaction schemes can lead to

different simulation results.144–146 However, such simplified protein models offer the

opportunity to simulate large biological systems at a long timescale, which makes them

an interesting alternative for the simulation of S-layer proteins.
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1.3 Structure prediction of an S-layer protein: A hybrid ap-

proach

In the framework of my diploma thesis the three-dimensional structure of the S-layer

protein SbsB from Geobacillus stearothermophilus pV72/p244 was predicted as a first

attempt to get information on the atomistic structure of one complete, unmodified S-

layer protein. This work was published in 2008 in the Journal of Chemical Physics147

(see chapter 2.1). The calculated structural model provides the basis for all consecutive

structural analyses presented in this work. In order to perform protein folding simulations

using molecular dynamics, the protein domains have to be pre-modeled by means

of bioinformatics and fold recognition (see chapter 1.2.2) to get an adequate initial

configuration for the energy minimization process. Previous experimental studies could

identify three S-layer homologous (SLH) domains as well as one additional secondary

cell wall binding (SCWP)-binding domain, which together enable the anchoring of the

protein to the underlying cell wall46,47 (see chapter 1.1 and 1.1.2). Additionally, circular

dichroism studies revealed the secondary structure distribution.39 Sequence homology

searches for the whole protein sequence showed similarities to other S-layer proteins,

especially regarding the location of the SLH domains at the N-terminal part of the

protein. Additionally similarities to Ig-like domains could be found. These domains

mainly consist of β-sheet like structures and are common motifs for proteins located at the

cell surface. Secondary structure predictions revealed a similar distribution of secondary

structure elements as the circular dichroism measurements. The N-terminal part mainly

consists of α-helices, where the rest of the protein contains β-sheet like structures. Domain

predictions, where domain profiles rather than pure sequence similarities are compared,

confirmed the existence of similarities to Ig-like and fibronectin-type III domains. Based

on these data, the protein is split into eight individual domains. In a first attempt

the structure of every single domain is predicted using fold recognition to obtain input

coordinates reflecting the possible secondary and tertiary structures. Figure 3 A shows the

resulting three-dimensional models. Each pre-folded domain is consequently calibrated

in a water sphere, which is shown in figure 3 B. The equilibrated domains are joined

and simulated in vacuum (figure 3 C) resulting in a three-dimensional structure as

shown in figure 3 D. The resulting structural model of the S-layer protein SbsB is then

systematically tested using steered molecular dynamics and the mean force method (see

chapter 1.2.3.3). Thereby parts of the protein are reversibly pulled along a chosen reaction

coordinate ζ and the protein is deformed to quantify the stability of the structure. The

potential of mean force is calculated as a function of the deformation of the protein.

Figure 3 F shows exemplarily one plot of the obtained mean force (MF), potential of

mean force (PMF) and probability distribution P [ζ]. To calculate the PMF the adaptive

biasing method is used as described in chapter 1.2.3.3. Using this approach a fairly

detailed structural model of this S-layer protein could be calculated, while the simulated
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conformation equals the minimum of the free energy landscape, at least in the one sampled

by our method. All simulations were performed using the software NAMD,148 which

generates structure files from the CHARMM force field.106
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Figure 3: (A) 3D models of the single domains of the S-layer protein SbsB created by fold
recognition. Yellow arrows: beta-sheets, violet strands: alpha-helices, green line: turns, and red
line: coils. Modeling method: (B) the individual domains were equilibrated in water spheres at
310K, (C) joined in vacuum, and (D) the final structure was obtained by molecular dynamics
simulations. (E) Structural model of SbsB. The protein is L-shaped, where the L is formed by
the C-terminal domains. The N-terminus contains the SLH domains and is mainly made up of
alpha-helices. (F) Structural analysis of the monomer structure by a calculation of the global
free energy. The protein was deformed along the reaction coordinate ζ. Mean force values MF
are indicated by open blue circles. The red full line gives the potential of mean force PMF, which
has a clear minimum at ζ = 0. Orange body gives the local density probability distribution P [ζ].
The model of the protein is given as an insert, the reaction coordinate is indicated, and the green
and blue spheres indicate fixed regions.

This model constitutes the first calculated three-dimensional structure of an S-layer

protein using various bioinformatic tools, adequate experimental background and protein

folding simulations - a hybrid approach using all available structure prediction methods.

Although later refined by other experimental methods,42 this modeled structure turned

out to serve as a good basis for the interpretation and the understanding of experimental

findings and S-layer proteins in general.
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1.4 Small-angle X-ray scattering

Small angle X-ray scattering (SAXS) belongs to the small-angle scattering (SAS) methods

together with small-angle neutron scattering (SANS). These techniques allow the study

of the structure and the interactions of biological macromolecules in solution. The

outstanding advantage of this approach is the possibility to investigate all sizes of

macromolecules in a variety of conditions without the need to crystallize the samples.

The main disadvantage is the low resolution, which arises due to the small angles and

the random orientation of the molecules in solution lacking any crystalline order. This

technique dates back to the 1950s and has been historically mainly used to obtain only

a few parameters, such as the radius of gyration, the molecular weight and molecular

distances.149 Today, due to better instrumentation and computational effort, SAXS

can be used for ab initio shape determination, modeling of macromolecular complexes,

conformational transitions, assembly and kinetics of biological systems.150–155

1.4.1 Theoretical basics of X-ray scattering

Θ2
Q = ks - ki

ks = 2π / λ

ki = 2π / λ

incident beam

scattered beam
    

detector

intensity I(Q)

Δρ (ζ)

A(Q)

Figure 4: Schematic representation of a SAXS experiment. An incident X-ray beam with a wave
vector of |~ki| = 2π

λ is elastically scattered by atoms in solution and the scattered beam with

|~ks| = 2π
λ is recorded as a function of the scattering angle θ. The scattered beam emerges from

electrons that resonate with the frequency of the X-rays and consequently emit secondary waves,
which interfere with each other. The scattering process is described by a Fourier transformation
from the coordinates of the atoms ζ of the molecule to the reciprocal space of the scattering
vectors Q = ~ks − ~ki. The scattering amplitudes A(Q) are functions of the momentum transfer
|Q| = 4π sin θ

λ and represent the Fourier transform of the electron density distribution ∆ρ(ζ). The
phase change ∆ϕ = Q·ζ depends on the electron coordinates ζ, but is not detectable. Therefore,
the detected scattering intensity I(Q) = |A(Q)|2 contains information about the electron density
distribution of the sample.

X-ray photons with an energy of about 10 keV have a wavelength λ of about 0.10− 0.15

nm. The main principle of SAXS is illustrated in figure 4. When X-rays with a wave
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vector |~k| = 2π
λ

are elastically interacting with atoms, the electrons start resonating with

the same frequency as the X-rays and consequently emit secondary waves with the same

frequency exp(−iQζ), which interfere with each other. Q is the scattering vector or

momentum transfer vector |Q| = 4π sin θ
λ

, where Q = ~ks − ~ki is the difference between the

wave vector of the scattered beam ~ks and the incident beam ~ki, and ζ is the position

vector of the respective electron under consideration. To observe interference the waves

have to be coherent. If a wave plane is scattered by electrons, it changes its direction by

an angle θ and a phase shift ∆ϕ occurs, which is related to the separation of the scatterers

∆ϕ = Q · ζ.

This scattering process is characterized by a reciprocal law relating real coordinates

ζ to the reciprocal space of scattering vectors Q, where the amplitudes are proportional

to the Fourier transform of the electron densities. In order to get the full scattering

amplitude and due to the fact that the waves are coherent, all waves have to be added

up:

I(Q) = |
∑

bj exp(−iQζ)|2 (21)

where bj is the scattering length of one atom. However, the phase difference as well as

the amplitudes are not detectable, where the time-averaged energy flux, i.e. the intensity

I(Q) can be measured. The intensity I(Q) is proportional to the number of photons

scattered in the direction of Q and is related to the amplitudes by:

I(Q) = |A(Q)|2 (22)

If we assume a continuous distribution with the density ρ(ζ) and approximate the sum

by an integral we obtain:

A(Q) =

∫
ρ(ζ) exp(−iQζ)dζ (23)

In SAXS the scatterers can take all orientations in solution. Thus, we assume that

the intensity from the entire ensemble is a continuous isotropic function proportional to

the scattering from a single particle spherically averaged over all orientations. This is

described by Debye’s formula:156

〈exp(−iQζ)〉 =
sin(Qζ)

Qζ
(24)

Introducing polar coordinates |Qζ| = Qζ cos θ, the amplitude equals:

A(Q) = 4π

∫
ρ(ζ)

sin(Qζ)

Qζ
ζ2dζ (25)

Since the scattering data contains information about the geometry of the sample, the

intensity I(Q) is called the form factor P (Q), which is in case of infinitely dilute systems
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P (Q) = |F (Q)F ?(Q)|, where F(Q) resembles the scattering amplitude.

If we consider molecules in a solvent, adapting random conformations, the density

distribution ρ(ζ) is correctly described by the average excess density 〈∆ρ(ζ)〉 = 〈ρ(ζ)−ρs〉,
where ρs is the solvent density. ∆ρ(ζ) is called the contrast. Using this contrast term the

form factor can be written as:

F (Q) =

〈∫
V

∆ρ(ζ)e−iQζdζ

〉
(26)

Thus, if the distance ζ = r1 − r2 and accordingly r2 = r1 − ζ between two scatterers

is taken into account, the intensity or |F (Q)|2 can be written as:

P (Q) = |F (Q)|2 = F (Q)F ∗(Q) =

〈∫ ∫
V

∆ρ(r1)ρ(r1 − ζ)e−iQζdr1dζ

〉
(27)

with γ(ζ) = ∆ρ(ζ̃)2 =

〈∫
v

∆ρ(r1)ρ(r1 − ζ)

〉
being the spherically averaged autocor-

relation157 or characteristic function158 of the excess scattering density.

The distance distribution function p(ζ) corresponds to the distribution of distances

between volume elements in the sample and is defined by:

p(ζ) = γ(ζ)ζ2 (28)

Hence, the scattering curve can be derived from the electron distribution of the sample

by combining equation 25 and equation 28:

I(Q) = 4π

∞∫
0

p(ζ)
sin(Qζ)

Qζ
dζ (29)

Consequently, the distance distribution function can be calculated by an inverse

Fourier transform of the intensity:159

p(ζ) =
1

2π2

∞∫
0

I(Q)Qζ sin(Qζ)dQ (30)

In a nutshell, the three-dimensional molecule in real space causes two-dimensional

radially averaged scattering data in reciprocal space, which can be transformed into a

one-dimensional scattering profile I(Q) versus Q. This one-dimensional scattering profile

in reciprocal space equals the Fourier transform of the electron distribution of the three-

dimensional structure in real space.150,151,153,155

Various common parameters can be defined by SAXS, where different approximations

have been proposed. The behavior of the scattering intensity at very small (Q→ 0) and
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very large (Q → ∞) values of Q can be related to overall parameters of the sample. At

Q→ 0 the intensity can be described by the Guinier approximation:149

I(Q) = I(0) exp[−(Q2R2
G)/3] (31)

where the Debye factor sin(Qζ)
Qζ

reduces to 1 − (Qζ)2/3! + .... The radius of gyration

RG and I(0) can be extracted from a plot of ln(I(Q)) against Q2, which is called the

Guinier plot. The scattering intensity I(0) at zero angle equals the square number of

electrons in the scatterer and therefore, is useful for the determination of the molecular

weight.155 The Guinier approximation is only valid for very small angles and arbitrary

particle shapes. If the molecules are more elongated, the radius of gyration of the cross-

section can be derived. For rather flexible molecules RG can be calculated using the Debye

approximation:160

I(Q)average =
2I(0)

Q4R4
G

(Q2R2
G − 1 + eQ

2R2
G) (32)

where the intensity is averaged over all forms a flexible molecule can acquire with

certain probabilities. Finally the radius of gyration can be derived from the distance

distribution function p(ζ):

R2
G =

Dmax∫
0

p(ζ)ζ2dζ

Dmax∫
0

p(ζ)dζ

(33)

The distance distribution function drops to zero at ζ = Dmax, where Dmax is the

maximum dimension of the particle.158 In the high Q regime the scattering intensity

decays by Porod’s law:158

I(Q) ∝ Q−4 (34)

Porod also defined an invariant B for homogeneous particles in order to determine the

surface and volume of the scatterer158 :

B =

∞∫
0

I(Q)Q2dQ (35)

If equation 35 is combined with the scattering intensity at Q→ 0, the volume can be

determined:

V = 2π2 I(0)

B
(36)

and based on the volume V the particle surface is calculated by:
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S

V
= π

lim
Q→∞

[I(Q)Q4]

B
(37)

Porod’s law assumes uniform density of the scatterer, which is not applicable in the

high Q regime due to the contribution of atomic information. A rather general description

in the high Q or power law regime can be achieved, if the particles are described in terms

of their dimension:

I(Q) ∝ Q−D (38)

where D is the fractal dimension.

In order to account for inter- and intramolecular interactions the description of the

scattering intensity has to be extended by the structure factor S(Q):

I(Q) = P (Q)S(Q) (39)

Form factors P (Q) have been derived for a variety of different geometries.161 The

implementation of interactions demands the calculation of the structure factor S(Q). This

can be described mathematically as the convolution product of the shape of the particle

and the particle distribution and thereby be formulated as the orientational average of the

Fourier transform of the spherically averaged autocorrelation function g(ζ) of the particle

distribution or pair correlation function:162

〈S(Q)〉 = S(Q) = 1 + ρ

∞∫
0

4πr2(g(ζ)− 1)
sin(Qζ)

Qζ
dζ (40)

The pair correlation function g(ζ) can be calculated using liquid state theory for par-

ticles with spherical symmetry interacting with a spherically symmetric potential.163,164

The liquid state theory combines the Ornstein-Zernike equation165 with closure relations

in order to relate the interaction potential to the pair correlation function g(ζ).161,163 The

total correlation function between two particles can be heuristically described as:166

h(ζ12) = g(ζ12)− 1 (41)

The Ornstein-Zernike relation introduces the direct correlation function c(ζ) in terms

of the total correlation function h(ζ):

h(ζ12) = c(ζ12) + ρ

∫
dζ3c(ζ13)h(ζ23) (42)

where the indirect term c(ζ13) includes the influence of a third particle. In order to

solve this equation numerically an approximate closure relation has to be applied to relate
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the structure factor to a pair potential. Such closure relations might be integral equations

like the mean spherical approximation:167,168

βυ(ζ) = −c(ζ) (43)

the Percus-Yevick approximation:169

βυ(ζ) = ln[1− c(ζ)/g(ζ)] (44)

or the hypernetted chain equation:163

βυ(ζ) = h(ζ)− c(ζ)− lng(ζ) (45)

where different relations are valid for different model potentials. Mixtures and

extensions of closure relations have been shown to give better self-consistent results.170–172

This relations are based on the correlation g(ζ) ∝ exp[−βω(ζ)], where ω(ζ) is the potential

of mean force, which can be simplified by a pair potential υ(ζ) for dilute solutions, where

only binary interactions are considered. This simplification is valid in the limit ρ→ 0.164

1.4.2 Reconstruction of low-resolution structures

small-angle X-ray scattering:

       shape determination
modeling 

Figure 5: Small-angle X-ray scattering experiments provide information about the electron
density distribution of a molecule and therefore enable the determination of the shape, the mass
and distances (left figure). In order to obtain a more detailed structural information different
approaches might be applied possibly leading to the model of an elephant in a snake (right figure).
This example just emphasizes the complex process of calculating a unique structure based on
X-ray scattering data due to the fact that a variety of different structures may have the same
scattering pattern. Figures from: Le petit prince (The little prince), Antoine de Saint-Exupéry,
1943.

The reconstruction of three-dimensional structures based on SAXS data is limited to

low resolutions due to the loss of X-ray phase information as well as the spherical

averaging of the intensity of randomly orientated molecules in solution. However, different

mathematical methods have been developed in order to reconstruct the shape and possible

domains of macromolecules in solution.152–154 The spherical averaging legitimates the use

of the mathematical apparatus of spherical harmonics, where these form a complete set
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of orthogonal functions Ylm on the surface of a unit sphere.153,173–175 The underlying

basic assumption is that the scattering function does not depend on the orientation of

the scatterer, which can therefore be represented including the rotational properties of

spherical tensors. Hence, the scattering density distribution ρ(ζ) of a molecule can be

expressed by an expansion as a series of spherical harmonics:

ρ(ζ) =
∞∑
l=0

l∑
m=−l

ρlm(r)Ylm(ω) (46)

with (ζ, ω) = (ζ, θ, ϕ) being spherical coordinates, Ylm spherical harmonics and ρlm

radial functions:173

ρlm =

∫
ω

ρ(ζ)Y ?
lm(ω)dω (47)

The amplitudes can be similarly expressed in reciprocal space:

A(Q) =
∞∑
l=0

l∑
m=−l

Alm(Q)Ylm(Ω) (48)

and in physical space by a Fourier transform:

A(Q) = (2π)−
2
3

∫
ρ(ζ) exp(iQζ)d3ζ (49)

The corresponding components of a multipole expansion are connected by Hankel

transformations:

ρlm(ζ) =

√
2

π
(−i)l

∫
Alm(Q)jl(Qζ)Q2dQ (50)

Alm(Q) =

√
2

π
il
∫
ρlm(ζ)jl(Qζ)ζ2dζ (51)

where jl(Qζ) are spherical Bessel functions. Taking into account the definition of the

scattering intensity I(Q) = A(Q)A?(Q) = |A(Q)|2, the intensity can be expressed by:

I(Q) =
1

4π

∞∑
l=0

l∑
m=−l

Alm(Q)A?lm(Q) =
1√
4π
I00(Q) (52)

if the scattering intensity is integrated with respect to all orientations of ρ(ζ). A

similar expression for the scattering intensity was derived by Debye:156

I(Q) = (2π)−3

∫ ∫
ρ(ζ)ρ(ζ ′)

sin(Q|ζ − ζ ′|)
Q|ζ − ζ ′| d3ζd3ζ ′ (53)

Thus, the scattering intensity is a sum of independent contributions from the

substructures corresponding to different spherical harmonics Ylm(ω), where lower order
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harmonics define overall structure parameters and higher order harmonics structural

details. Using this mathematical tool kit, it is possible to calculate the scattering

function of molecular shapes and structures. However, the obvious shortcoming is that

various structures can have the same scattering function making the inverse problem -

calculating the unique structure based on the experimental scattering intensity - a great

challenge.152,153 The two main strategies are the calculation of the shape or molecular

envelope173,176 on the one hand, and the use of bead models or ”dummy atoms”177,178

on the other hand, where different minimization algorithms and Monte Carlo procedures

can be applied. The former approach is based on the calculation of the angular shape

function F (ω), which describes the shape ρ(ζ):

ρ(ζ) =

1 0 ≤ ζ < F (ω)

0 ζ ≥ F (ω)
(54)

where the function F (ω) can also be developed in a series:

F (ω) =
L∑
l=0

l∑
m=−1

flmYlm(ω) (55)

with the multipole coefficients

flm =

∫
ω

F (ω)Y ?
lm(ω)dω (56)

where L defines the accuracy of the expansion. If the Bessel function jl is represented

by a Power series, the multipole coefficient of the qth power can be written as:

fqm =

∫
[F (ω)]qY ?

lm(ω)dω (57)

Hence, the amplitude can be calculated using equation 51 and thereby the scattering

intensity can be determined. The ab initio envelope determination starts from a spherical

shape with the coefficient f00, where the deviations between the experimental and the

calculated intensity are minimized.176 The concept of bead modeling is based on the

idea that the maximum dimension of a molecule can be extracted from the scattering

intensity, where therefore, the molecule has to fit inside a sphere of this diameter.177 The

maximum diameter Dmax is the value of ζ at p(ζ) = 0.155 This sphere is filled with M

densely packed beads, where every bead may either belong to the particle (index = 1) or

to the solvent (index = 0) and the shape can be completely described by a binary string

X of the length M. Starting from a random distribution of ones and zeros, the model is

gradually modified using a Monte Carlo algorithm until it fits best the experimental data.

Typically, the intensity of the model is calculated using Debye’s formula for spheres156 as

shown in equation 53. The Monte Carlo procedure might be either a genetic algorithm177

or simulated annealing.178,179 Apparently, a shape reconstruction based on bead models
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yield multiple solutions, which have to be consequently compared and evaluated.

1.4.3 Instrumentation

A SAXS instrument is basically made of an X-ray source, an optical system, which selects

appropriate wavelengths and focuses the beam, a sample stage in a vacuum chamber,

a beamstop, which blanks the initial unscattered beam, and a two-dimensional detector

that detects the intensity of the scattered X-rays.153 A schematic representation of such

a set-up is shown in figure 6. Different X-ray sources as well as optical systems are

available.153

Source Optics

Sample

 Stage
Detector

Synchotron

Rotating Anode

Sealed tube

Line-collimation

Point-collimation

Focussing

Slits

Monochromator
beamstop

Figure 6: Schematic representation of a small-angle X-ray scattering instrument. An X-ray
source, such as a synchotron, a rotating anode or a sealed tube, produces X-rays of different
wavelengths. An optical system selects appropriate wavelengths and focuses the beam on the
detector plane. The sample is placed on a sample stage in a vacuum chamber, which can be
moved in x- and y-direction. The unscattered initial beam (marked in red) is blanked by the
beamstop. The scattered X-rays are detected by a two-dimensional detector.

Figure 7: Small-angle X-ray scattering set-up that was used for the investigation of S-layers in
this work. SAXS was performed with Cu Ka radiation from a rotating anode generator equipped
with a pinhole camera and an area detector. The SAXS measurements were performed at the
Institute of Dynamics of Condensed Systems, Faculty of Physics, University of Vienna, Austria
under the supervision of Herwig Peterlik.

All SAXS experiments conducted in this work were done at the Institute of Dynamics
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of Condensed Systems, Faculty of Physics, University of Vienna, Austria using a

laboratory-based SAXS equipment, which is shown in figure 7. SAXS was performed

with Cu Ka radiation from a rotating anode generator (Nanostar, Bruker AXS, Germany)

equipped with a pinhole camera and an area detector (Vantec 2000, Bruker AXS,

Germany). The samples were put into capillaries with 1 mm diameter and 10 µm wall

thickness (Hilgenberg) and sealed with polymeric caps. The intensity patterns were taken

at a sample to detector distance of 109 cm for 6 h. They were corrected for background

scattering and then radially averaged. Finally, the scattering intensity from the protein-

free solution was subtracted.
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1.5 Self-assembly in a fractal space: Toward an understanding

of S-layers in solution

1.5.1 The fractal geometry

Fractal geometry describes the invariance of a structure under a change of scale.180,181

This mathematical tool can be used in order to describe irregular structures that lack any

”conventional” geometry such as the shape of a cloud, coastlines or generally disordered

systems and it has been used to address a variety of physical questions.182–184 Fractal

geometry provides a rule to extract regularity out of irregularity, namely the fractal

dimension, which represents the degree of complexity.180 The fractal or Hausdorff

dimension D is defined as:

m(ζ) = ζD (58)

where ζ is some arbitrary self-similar length scale and m is the mass. Therefore the

density of a self-similar or fractal object can be described by a power law:

ρ(ζ) ∼ m

ζ3
∼ ζ3−D (59)

From a geometrical point of view proteins are highly irregular structures and Euclidian

geometry is a rather poor tool for the description of their tertiary structure.185 Fractal

geometry provides one possibility to analyze and describe the irregularity of protein

structures.186–188 Hence, a fractal approach can be used in order to investigate irregular

structures by X-ray scattering. In this way, aggregation processes, polymer structures and

deposition phenomena have been successfully described by fractal geometry,189–193 where

the X-ray scattering of such systems can be analyzed by a fractal form factor.194

1.5.2 Scattering of S-layer proteins: Theoretical scaffold

S-layer proteins have the intrinsic property to self-assemble in solution within particularly

short timescales. On the one hand, this crystallization behavior opens up the path for a

description of S-layers by a fractal approach, while on the other hand, the investigation of

S-layer monomers by conventional low-resolution reconstruction procedures as described

in chapter 1.4.2 becomes rather complicated. The self-assembly process affects the

scattering pattern in the high Q-regime in form of Bragg reflections and in the low Q-

regime by the arrangement of the proteins in form of two-dimensional S-layers. Thus, the

scattering pattern has to be split into two regimes: one at high Q values and one at low Q

values, which are examined separately. In order to analyze the scattering signal produced

by S-layers and to reconstruct the structure, the system is described by a fractal geometry.

The intensity, as described in equation 27, is the Fourier transform of the autocorrelation

function of the system, which is in case of a fractal system the mass correlation (see
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equation 59):

I(Q) = F(〈ρ(ζ ′)ρ(|ζ ′ − ζ|)〉)[Q] = (ζ3−D)[Q] (60)

with ζ being a coordinate and D the fractal dimension. If the fractal autocorrelation

function is substituted into equation 29 I(Q) =
∞∫
0

4πζ2 sin(Qζ)
Qζ

ζ3−Ddζ, the intensity of the

fractal system is proportional to:184

I(Q) ∼ Q−D (61)

Thus, the fractal dimension D of the system is accessible in a double-logarithmic plot

of I(Q) versus Q. The specific intra- and intermolecular interactions of S-layer proteins in

solution have to be incorporated into the analysis of the scattering function, where due to

the fact that a fractal geometry is assumed, the underlying potential also has to depend on

the dimensionality of the system, which by the way, is the same for Euclidean geometries.

Hence, the sensitivity to geometrical constraints has to be captured in the potential

function. The Poisson equation describes the potential for a given charge distribution

and therefore, has to be obeyed by a system of interacting proteins in solution. A fractal

theory for the solution of the Poisson equation has been already successfully derived.195,196

A linearized Poisson-Boltzmann approach g(ζ)− 1 ' −βΦ(ζ) and a following coordinate

transformation yield a potential containing Bessel functions of the second kind Kυ.

However, a shortcoming of this method is the nonlinearity, which makes an analytical

Fourier transformation impossible. Another, more direct approach is to solve the Poisson

equation by the use of Green’s function, if additionally, the known relation between the

potential of mean force ω(ζ) of the system and local density distributions ρ(ζ) is taken into

account. This relation is based on the reversible work theorem112,116,197,198 and Jarzynski’s

formulation of the equality between free energy changes and the work:119,120

−βω(ζ) ≈ ln(ρ(ζ)) (62)

Green’s function is a potential of a charge distribution that looks like a Delta function.

Delta functions represent point charges and in our case, rotationally symmetric point

scatterers constitute the potential:

GD ∼ (ζ, ζ ′) = δ(|ζ − ζ ′|) (63)

Hence, the Poisson equation can be written as:

∆Dω(ζ) = 〈(δ(ζ ′)δ(|ζ ′ − ζ|))〉 (64)

The rotationally symmetric electronic density distribution ρ(|ζ− ζ ′|) is represented by

autocorrelated point scatterers 〈(δ(ζ ′)δ(|ζ ′ − ζ|))〉 by g(ζ) = exp(−βω(|ζ ′ − ζ|)). Thus,
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the solution of the Poisson equation equals:

ω(ζ) =

∫
GD(ζ ′)〈(δ(ζ ′)δ(|ζ ′ − ζ|))〉dDζ ′ (65)

The fractal Fourier transform yields the solution for the mean potential, with GD(u) =

F−1
u (Ĝ(u)) and thus Ĝ = 1

u2+s2
:199

F(ω(ζ))[Q] ≈ F(

∫
GD(ζ ′)〈(δ(ζ ′)δ(|ζ ′ − ζ|))〉)[Q]dDζ ′ (66)

= F(〈GD(ζ)δ(ζ)〉)[Q] (67)

=
1

(2π)D

∞∫
0

duDĜ(u)Fζ(δ(ζ − u))[Q] (68)

=
1

(2π)D

∞∫
0

duuD−1 1

u2 + κ2

JD/2−1(Qu)

(Qu)D/2−1
(69)

=
1

(2π)D
κD/2−1KD/2−1(Qu)

(Qu)D/2−1
(70)

Equation 70 represents the analytical form factor PD[Q] of the proteins, where J are

Bessel functions of the first kind. In a three-dimensional space the form factor simplifies

to:

P 3[Q] =
1

(2π)3
κ1/2K1/2(Qκ)

(Qκ)1/2
(71)

Numerical reconstructions of the scattering intensities Pnum can be done by using the

Debye equation156 as shown in chapter 1.4.2. Equation 70 represents an extension of the

reconstruction process derived by Debye, where the fractal dimension is put to D = 3,

the weight factor 1
u2+κ2

is put to 1 and the integral is replaced by a sum.

The fractal description of the form factor takes into account inter- and intramolecular

interactions, implements a mean potential that is constraint to a fractal geometry and

assumes point scatterers rather than spherical or elliptical form factors as normally used

for a structure reconstruction process. However, the self-assembly of S-layer proteins into

two-dimensional sheets demands an additional structure factor, which accounts for the

interactions between these layers. One possible description of two-dimensional S-layers is

the form factor for a disk with a specific height H� and radius R�,149 where the symbol

� indicates that these dimensions are much larger than the protein monomers. To be

consistent, the disk-like structure and the interactions between the disks are also described

by a fractal geometry. Hence, the disks are described as fractal spaces that are orthogonal

in respect to each other. The volume element of a D-dimensional space equals:200

dτ⊥ = ζD⊥−1 sinD⊥−2 θ sinD⊥−3(Φ1)... sin(ΦD⊥−3)dζdθΠD⊥−2
i dΦi (72)
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The parallel fractal complement is:

dτ|| = ζD||−1 cosD||−2 θ sinD||−3(Φ1)... sin(ΦD||−3)dζdθΠ
D||−2

i dΦi (73)

The disk-like S-layers can be reconstructed by a product of a Delta function δ(ζ2
⊥−H2

�)

and a Heaviside function Θ(R� − ζ||):

ρ� = δ(ζ2
⊥ −H2

�)Θ(R� − ζ||) (74)

with ζ⊥ = ζ sin θ and ζ|| = ζ cos θ. ρ� are the local densities, where the Fourier

transformation of ρ� gives the structure factor S� for the interactions of S-layer sheets

in solution:

S�[Q] = F(ρ�(ζ))[Q] (75)

= F⊥(δ(ζ2
⊥ −H2

�))[Q]F||(Θ(R� − ζ||))[Q] (76)

= CΓ,D

π
2∫

0

π(θ?)× JD⊥/2−1(QH� cos θ?)

(QH� cos θ?)D⊥/2−1
(77)

×
JD||/2(QR� sin θ?)

(QR� sin θ?)D||/2
d(− cos θ?) (78)

with CΓ,D being a normalization constant. In order to solve the integral, two different

representations of the Bessel functions J are applied:

Jυ(ζ) = π−
1
2 Γ−1(υ +

1

2
)(
ζ

2
)υ

π
2∫

−π
2

cos(ζ sinu) cos2υ udu (79)

Jυ(ζ) = π−
1
2 Γ−1(

ζ

2
)υ

π∫
0

sin(ζ sinu) cos2υ udu (80)

Thus, the structure factor S� describes S-layers as disks with a height H� and a

radius R� that are arranged with an angle distribution π(θ) with respect to each other.

Based on this theoretical background and the fact that mean potentials are independent

and additive and thus superpose, the scattering signal, produced by interacting S-layer

proteins in solution, is described by:

I(Q) = c1P
D(Q)× S>(Q)× S�(Q) + c2 (81)

where c2 is a small constant from a parasitic background. The form factor PD describes

the structure of S-layer monomers, the structure factor S> accounts for the interactions
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between the individual proteins and the structure factor S� specifies the large-scale

behavior of self-assembled S-layers:

PD[Q] =
∑
i

JD/2−1(Qui)

(Qui)D/2−1
(82)

S>[Q] =

(
1

2π

)D ∫
dDuuD−1Ĝu,κρ>(u)

JD/2−1(Qu)

(Qu)D/2−1
(83)

S�[Q] =

(
1

2π

)D ∫
dDR�R

D−1
� ĜR�,κF(ρ�(ζ))[Q] (84)

This fractal theoretical scaffold allows the analysis of small-angle X-ray scattering of S-

layer proteins in solution that self-assemble into two-dimensional layers. The interactions

between the proteins are taken into account by relating a fractal local density distribution

to a fractal mean potential that fulfills the Poisson equation. Thus, a low-resolution

reconstruction of the protein shape as well as the disk-like shape becomes possible.

1.5.3 Scattering of S-layer proteins: Refinement of the structure

In order to reconstruct the shape of the S-layer protein SbsB two different samples

were investigated: one sample containing mainly S-layer monomers and a second sample

containing self-assembled two-dimensional sheets. Both samples were analyzed the same

way. The fractal dimension of the monomer equals D = 2.4 and of the self-assemblies

D = 2.9, respectively. The SAXS intensity data was fitted analytically as well as

numerically based on the theoretical background as described in chapter 1.5.2. The

resulting fitting curves are shown in figure 8. The reconstruction of the shape was done

by generating scattering patterns using a numerical algorithm. In order to restrict the

problem, the fitting procedure was closely connected to the structural model as calculated

by molecular dynamics simulations (see chapter 1.3), which serves as starting configuration

for the calculation of electron densities. Based on a sphere that includes the entire

atomistic model, a numerical fitting algorithm changes position of point scatterers with

the restriction that their position is within a size limit of 2 nm with respect to the model.

The resulting electron densities are shown in figure 9. Thus, the simulated model could

be refined and the shape verified by the SAXS data, where it served as a permanent

corrective of the numerical reconstruction procedure.
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Figure 8: SAXS data of (A) the monomeric solution and (B) the self-assemblies are given by
gray filled circles and slopes for the fractal dimension are inserted as black lines: (A) D=2.4 and
(B) D=2.9. The dashed blue line is the analytical fit PD for (A) P 2.4 and (B) P 2.9. The full
red line is the complete numerical reconstruction using a Monte Carlo algorithm generalized to
fractal dimensions.

Figure 9: Numerical reconstruction of the SAXS scattering intensities of the monomeric sample.
High electron densities are indicated by red beads. The structural model as calculated by
molecular dynamics simulations is shown in blue.
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1.6 AFM-based single-molecule force spectroscopy

1.6.1 Basic principles

The atomic force microscope offers the opportunity to manipulate proteins at the single-

molecule level by applying mechanical forces onto individual molecules and consequently

stretch and mechanically unfold them. The force required to unfold single protein domains

is highly dependent on the topology of the fold and thus, gives an insight into the structural

and mechanical architecture of the protein.201–204 Figure 10 A shows schematically the

principle of an atomic force microscope in the force spectroscopy mode. The sample,

containing single molecules in solution, is placed on a piezoelectric scanner. A sharp

tip, which is mounted on a flexible cantilever, is brought into contact with the sample

surface, where single proteins are either adsorbed on the tip or attached by the formation

of specific bonds. When the distance between the tip and the sample surface is increased,

the single molecule extends, which generates a restoring force that causes the cantilever

to bend. A laser beam that is directed toward the cantilever, changes its deflection due to

the bending of the cantilever, which is detected by a photodiode. If the elastic properties

- the force constant - of the cantilever are known, the output of the photodiode can

be related to the applied force. The mechanical unfolding of multiple protein domains

(figure 10 B) at constant velocity typically results in a saw-tooth like force-extension

pattern as shown in figure 10 C, where the number of peaks corresponds to the number

of unfolded structural units that exhibit mechanical stability. The elastic behavior of

proteins can be modeled by entropic elasticity models that describe the entropy reduction

accompanying the force-induced extension of polymer chains. Among the most prominent

models describing such force-extension behavior is the worm-like chain model (WLC),205

which has been extensively used in order to describe the mechanical unfolding of proteins:

F (x) =
kBT

p

[
1

4

(
1− x

Lc

)2

− 1

4
+

x

Lc

]
(85)

where Lc is the contour length, which represents the length of the polymer at the

maximal physically possible extension, and p the persistence length, which quantifies the

stiffness of a polymer. The smaller the persistence length the greater the entropy of the

polymer and the greater the resistance to mechanical extension.203 Thus, such models

can be used to describe the saw-tooth like unfolding pattern and allow the calculation of

the specific contour length Lc of unfolded structural units, which can be related to the

protein structure.

In order to determine the specific unfolding peaks that are related to the protein under

investigation, polyprotein engineering offers the opportunity of an internal standard for

the experiment and avoids the misinterpretation of force peaks that might arise due to

non-specific interactions between the tip and the sample surface. Multiple copies of protein

domains are linked at the DNA-level and expressed together as polyproteins (figure 10 B).
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Such methodology was inspired by the first AFM-based mechanical unfolding experiments

using naturally occuring polyproteins, namely different domains of the muscle protein titin

and the extracellular protein tenascin.206–210
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Figure 10: (A) Schematic of the principle of an atomic force microscope. A sharp tip is mounted
at the end of a flexible cantilever. Forces acting between the tip and the sample cause a deflection
of the cantilever, which is detected by a laser beam. A piezo scanner enables a movement
in x-, y- and z-direction. (B) Principle of AFM-based single-molecule force spectroscopy. A
protein construct - here an S-layer protein embedded within five titin I27 domains is exemplarily
shown - is stretched through the adsorption of one terminus to the AFM tip and consequent
pulling. By exerting mechanical force the polyprotein is stochastically unfolded resulting
in force-extension curves as shown in (C). The mechanical unfolding of proteins or protein
domains at constant velocity causes a saw-tooth like force-extension pattern revealing a wealth
of information regarding the structure, mechanical stability and unfolding pathways, where the
number of peaks corresponds to the number of unfolded domains. Such characteristic response
to mechanical force can be described by different entropic elasticity models, where here the
worm-like chain model has been applied.205

The mechanical unfolding pattern sheds light on the structural composition and

the mechanical stability of a protein. The magnitude of the required unfolding forces

allows for the analysis of possible structural elements, since β-sheets are known to

bear higher mechanical stress than α-helices or coils.206,207,210–215 Moreover, folding and

unfolding pathways can be described by the identification of structural intermediates,

which helps to better understand the energy landscape of the respective protein - an

important tool on the road to solve the protein folding problem.77,208,216–226 There are

two basic protocols of single-molecule force spectroscopy experiments. The constant-

velocity protocol provides control over the end-to-end distance and is therefore well

applicable for the determination of structural intermediates enabling a very accurate
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length resolution. Force-clamp protocols use feedback loops in order to control the

applied force and thus, are better qualified for kinetic studies associated with protein

folding/unfolding and chemical reactions.216,227,228 The extraction of thermodynamic and

kinetic data is a highly complex issue due to the fact that statistical mechanics can be

only hardly applied to experiments involving only one single molecule.229,230 Different

approaches, such as Jarzynski’s equality concerning the calculation of the potential of

mean force121,231–234 or Crook’s fluctuation theorem235,236 have been proposed in order

to calculate thermodynamic parameters and to relate nonequilibrium experiments at the

single-molecule level to bulk experiments involving millions of molecules. However, force

influences the energy landscape of a molecule229 and single-molecule force spectroscopy

might not be the method of choice for thermodynamic questions. In order to address the

kinetics of single-molecule force spectroscopy experiments, a modified model of Arrhenius’

equation for the temperature dependence of the rate of a chemical reaction237 has been

firstly proposed by Bell:238

k(F ) = k0 exp

(
F∆x

kBT

)
(86)

with k(F ) being the reaction rate as a function of the force F and ∆x the distance to

the transition state beyond which the bond will fail. Such single-exponential dependence

has been successfully used in order to describe the kinetics in different single-molecule force

spectroscopy experiments,239–242 where the approach based on Arrhenius’ equation could

be also generalized.243–245 Only recently, non-exponential models were applied in order

to describe the multiple reaction pathways of a protein.246 To sum it up, single-molecule

force spectroscopy experiments can be applied to better understand the force response of

proteins, especially for molecules that play a role in biomolecular mechanics, functional

and structural architectures and energy landscapes of protein folding and unfolding.

1.6.2 Mechanical stability can be regulated by ligand binding

Force spectroscopy offers the possibility to study functional and structural consequences

of the binding of specific ligands to proteins at the single-molecule level. Moreover, the

crucial role mechanical force might play for mechano-sensitive proteins in order to provide

conformational states that enable the binding of a ligand can be studied. In most cases

the binding of a ligand enhances the mechanical stability, where this is not necessarily

related to a change of the protein structure.247–252 The binding might take place at

locations far away from those regions that are critical for mechanical stability. However,

for mechano-sensitive proteins, which are able to adopt different conformations when

exposed to mechanical stress, ligand-binding can consequently alter the unfolding pathway

due to a change of the structure, which can be observed by a different force-extension

pattern.253–257
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1.6.3 S-layers: May the force be with them!

S-layer proteins perform their intrinsic function under a constant mechanical stress due

to the fact that they completely cover whole cells during all stages of the cell growth and

division cycle.258,259 Their mechanical stability has been successfully demonstrated by

using force spectroscopy, where single proteins were unzipped out of the layer. Unfolding

forces ranging from about 50 pN up to 300 pN could be measured.260–262 However,

in this work, for the first time, the mechanical unfolding of one individual S-layer

protein has been investigated, where a polyprotein approach as shown in figure 11 B

was applied. The known mechanical features of the I27 domain of the muscle protein

titin were used in order to provide a fingerprint for the unfolding events of a single S-

layer monomer.206–208,211,220 Two independent experiments were performed. First, the

polyprotein was mechanically unfolded in order to gain insight into the unfolding pathway,

mechanical stability and structural architecture of one S-layer protein. Second, secondary

cell wall polymer (SCWP) was added and the polyprotein, bound to SCWP, was again

mechanically unfolded under the same conditions. All experiments were performed using

the JPK NanoWizard I atomic force microscope as shown in figure 11 A in a constant-

velocity mode at 400 nm/s.

A           B

Figure 11: (A) JPK Nano Wizard I set-up. This atomic force microscope was used for all
single-molecule force spectroscopy experiments presented in this work. (B) Polyprotein (I27)2−
SbsB − (I27)3 set-up: the S-layer protein SbsB is embedded within five I27 domains of the
human muscle protein titin. The enlarged view shows the proposed interaction site between the
N-terminal region of the S-layer protein and a secondary cell wall polymer (SCWP). SCWPs
represent the specific binding partners for S-layer proteins within the peptidoglycan layer of the
cell wall and anchor the proteins to the cell surface. Experiments were conducted independently
using first the polyprotein alone and second, the protein bound to SCWP, in a constant-velocity
mode.

Figure 12 shows exemplarily two typical force-extension traces for the unbound protein

(figure 12 A) and the protein bound to SCWP (figure 12 B). The S-layer protein is
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mechanically unfolded through distinct well defined intermediates revealed by a double

force peak, where the unfolding force is about 90 pN for the unbound and about 110 pN

for the ligand-bound protein. This data indicates that the mechanical stability increases

through the binding of SCWP. Interestingly, a different unfolding pathway is observed

when the S-layer protein interacts with SCWP, which is assumed due to the appearance

of a third peak corresponding to SbsB (figure 12 B, blue star). This is a direct indication

for a conformational change of the protein induced by the binding of SCWP.
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Figure 12: Typical force-extension traces for the unfolding of the polyprotein (I27)2 − SbsB −
(I27)3 for the unbound protein (A) and the protein bound to its ligand SCWP (B). (A) The
force-extension trace shows five consecutive unfolding peaks for the five I27 domains (WLC fit in
purple) and one double peak for the S-layer protein SbsB (WLC fit in blue). The contour length
increase between the first and the second peak of the double peak is ∆L1 = 12.1± 4.9 nm and
between the second peak of the double peak and the first I27 peak ∆L2 = 36.3 ± 5.2 nm. The
mean unfolding force of the first peak is 86.8±12.5 pN and 87.6±10.8 pN, respectively (n = 90).
The mean contour length increment between the consecutive I27 domains is 28.14± 2.2 nm and
the mean unfolding force 197.89± 16.2 pN for n=400.(B) An additional peak is observed when
the S-layer protein is bound to SCWP (marked by a blue star). The contour length increase
between the first and the second peak of the double peak is ∆L1 = 17.3± 4.2 nm, between the
second peak of the double peak and the third peak ∆L2 = 44.9± 6.5 nm and between the third
peak and the first I27 peak ∆L3 = 32.8± 7.2 nm. The unfolding forces are higher than for the
unbound protein, namely F1 = 110.1± 9.1 pN, F2 = 109.9± 9.8 pN and F3 = 117.4± 9.7 pN.

It was recently suggested that some S-layer proteins might be able to adopt different
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conformations depending if they are in a monomeric or polymeric state.41–43 Apparently,

the interaction with SCWP also causes a structural change, which might be an interesting

finding for the understanding of the translocation of S-layer proteins through the

peptidoglycan-containing rigid cell wall matrix, which has to occur in a rather unfolded

conformation. Potentially, the binding of SCWP induces a crucial conformational change

that marks an essential step for the proteins on their way to the cell surface, where

they self-assemble into S-layers. The lack of an initial extension might be related to the

formation of highly stable, compact and mechanically resilient conformations. The same

phenomenon has been previously observed for the mechanical unfolding of polyQ chains,

where it was suggested that this ensemble of mechanically resilient conformations might

play a role in the assembly process of polyQ chains.263 In a nutshell, the single-molecule

force spectroscopy experiments, shown in this work, demonstrate the mechanical unfolding

through distinct well-defined intermediates and a mechanical stability comparable with

other extracellular proteins, which identifies S-layers as mechanically stable protein layers

able to bear the mechanical stress that prokaryotic cells permanently experience in nature.

Apparently, an ensemble of mechanically resilient conformations is responsible for the lack

of initial extension of the polyprotein. These experiments provide the first demonstration

of a change of the mechanical unfolding pathway due to the binding of a specific ligand

prior to a force-induced extension of the protein, which serves as a direct indication

of a conformational change of the protein. Finally, an increase in mechanical stability is

observed when the individual proteins are bound to SCWPs. The observed conformational

change of an S-layer protein together with experimental findings related to the behavior

of S-layers within the peptidoglycan layer,264 provide a possible explanation of how the

complex translocation of individual proteins through the cell wall might be controlled.
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1.7 The structure of an SbpA unit cell

The unit cell of the S-layer protein SbpA consists of four monomers as described in chapter

1.1.2. In order to model the three-dimensional structure at an amino acid level of one

SbpA unit cell, a combined approach of molecular dynamics simulations, small-angle X-

ray scattering and transmission electron microscopy was used. Following the same road as

for SbsB, the tertiary structure of an SbpA monomer was initially modeled using de novo

structure prediction and molecular dynamics (see chapter 1.3). The resulting intermediate

structure is shown in figure 13. The calculation of a whole unit cell demands a coarse-

graining of the protein due to its tremendous size (figure 13 right figure), where every

amino acid is represented by a single bead placed in the center of mass. Consecutive

beads are linked by harmonic potentials.

N-terminus

C-terminus

Figure 13: Atomistic and coarse-grained structure of the S-layer protein SbpA as obtained by
molecular dynamics simulations. The termini are marked in red. In the coarse-grained model
every amino acid is represented by a single bead, where consecutive beads are linked by an
harmonic potential.

In contrast to the structure prediction approach used for the S-layer protein SbsB

(see chapter 1.3), three-dimensional density distribution data were available for SbpA.

These experiments were performed by Harald Gollner265 using a transmission electron

microscope. Therefore, tilting studies of negatively stained self-assembly products of

SbpA were conducted resulting in single sections of the whole unit cell. An inverse Fourier

transform of these sections and a proximate superposition yielded a density distribution.

The respective sections and an electron micrograph of the unit cell are shown in figure

14. Consequently, the coarse-grained protein model was fit into the three-dimensional

density model by arranging four monomers in a way that the whole unit cell is covered

and overlaps are avoided. This intermediate unit cell was then minimized by a cooling

process ranging from 300 K down to 30 K, where the beads interact via attractive screened

Coulomb and associative Gaussian pair-pair potentials. Finally, the resulting structural

model was used to refine the small-angle X-ray scattering signal produced by SbpA self-
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assemblies in solution as described in chapters 1.5.2 and 1.5.3, where slight modifications

were introduced regarding the description of two-dimensional layers in solution.

13nm

1
3
n
m

Figure 14: Reconstruction of the three-dimensional density distribution of one SbpA unit cell
calculated by inverse Fourier transform of single sections of SbpA self-assembly products.265 A
transmission electron microscope was used to obtain sections of the unit cell by performing tilting
measurements. In the top left corner, an electron micrograph of one unit cell is shown. The
density boundaries are systematically increased (starting in the top left corner). A superposition
of all sections results in a three-dimensional unit cell.

The resulting structural model of an SbpA unit cell is shown in figure 15. The

monomers are interlocked into one another, where both termini are accessible at either

surface (magnified beads in figure 15). Figure 15 D shows the electron density contrasts as

calculated by small-angle X-ray scattering. Apparently, higher electron density contrasts

accumulate in those domains that are not part of direct overlaps in the unit cell, which

shows that electron density contrasts are diminished if interactions take place. Finally,

the unit cell model was compared with experimental studies addressing the self-assembly

capability of various truncated forms of the protein. A fairly good consistency between

the model and experimental results as well as the SAXS results strongly substantiates the

structural model of the SbpA unit cell.
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Figure 15: Three-dimensional structure of the SbpA unit cell. Every monomer in the tetramer
is illustrated in a different color. The proteins are interlocked into each other. (A) Inner surface
of the tetramer, which anchors the protein to the cell surface. The N-termini are represented
by magnified beads and are accessible on the surface. (B) Side view of the unit cell. (C) Outer
surface of the tetramer, which is exposed to the surroundings of the cell. The C-termini are also
accessible and marked as beads. (D) Scattering clusters (red beads) of one SbpA monomer as
determined by SAXS and a Monte Carlo algorithm. The scattering clusters represent regions of
high electronic contrast, where those domains in the protein, which do not show high electronic
contrast, are related to interacting or overlapping parts in the tetramer.
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1.8 Molecular mechanisms of S-layer protein self-assembly

The correlation between the structure of an S-layer protein and the morphology of an S-

layer lattice can give an insight into the molecular mechanisms guiding the self-assembly

of proteins into functional large-scale structures. Here, the structural model of SbsB

(see chapter 1.3) was used in order to simulate the self-assembly of this protein into a

lattice exhibiting p1 symmetry using Monte Carlo simulations (see chapter 1.2.5). The

simulation of the self-assembly process demands a coarse-graining of the protein structure

in order to reduce the interaction sites and therefore save computational costs. Figure

16 shows the coarse-grained protein model. Every amino acid residue is represented by a

single bead, which is located in the center of mass of the whole amino acid. The protein

is treated as a rigid body. This coarse-graining approach provides for the shape of the

protein as well as the charge decoration (figure 16 colored beads) and the amino acid

composition.

Figure 16: Coarse-grained model of the S-layer protein SbsB. Each amino acid residue is
represented by a single bead of 0.65 nm diameter, which is located at the center of mass.
Negatively charged beads are colored in red and positively charged beads are colored in blue.
The protein is treated as a rigid body.

In a first attempt, the interaction between two monomers was investigated using

continuum Monte Carlo simulations. The interaction potential is based on a statistical

potential (see chapter 1.2.6) formulated by Miyazawa and Jernigan142 Mij, which was

smoothed by a sigmoidal function Sij over an interaction range defined by a lower bound

rLB and an upper bound rUB:
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Ucontact =
∑
i∈A

∑
j∈B

MijSij (87)

Sij =
1

1+erij
− 1

1+erUB

1
1+erLB

− 1
1+erUB

(88)

The electrostatic interactions are taken into account by a Debye-Hückel potential:

Uelectrostatic =
∑
i∈A

∑
j∈B

qiqj`B exp(−rij/κ)

rij
(89)

with κ = 1 being the Debye-length, `B = 1 being the Bjerrum length, and qij the

respective charges of the amino acid side chain (+1, 0,−1). In order to prevent unphysical

interpenetration of interacting beads, a cutoff potential is added, which accounts for the

fact that the spherical nature of the bead does not correctly represent the extended

conformation of an amino acid sidechain:

Ucutoff =

0 rACM − rBCM > ηL

∞ rACM − rBCM < ηL
(90)

where rCM is the center of mass of the respective amino acid and η is the cutoff

parameter, which was chosen to be 0.15 after evaluating different possibilities. The final

potential energy is given by:

Utotal = Ucontact + Uelectrostatic + Ucutoff (91)

Figure 17 shows the result of the simulation of two monomers. Two stable

conformations exhibiting the lowest contact energy values could be identified, where the

two monomers are interacting along the y- and the x-axis respectively (figure 17 A, C).

Additionally, various different intermediate states emerged, which are structurally closely

related to the two ground state conformations. These intermediate states might play a

crucial role during the self-assembly of the lattice, but have not been included in the

following large-scale simulations in order to reduce simulation time. The energy values

as well as the interaction directions were consequently used in order to perform lattice

Monte Carlo simulations, where the proteins are represented as unit cubes (figure 17 B,

D). The unit cubes can move randomly within a cube of linear size 50 in units of the size

of each monomer. Two different simulations were performed, where firstly, a single seed

was placed in the center of the cube, which serves as the nucleation point for the self-

assembly process, which allows the calculation of the growth rate, and secondly, random

nucleation could take place in order to get an insight into the cluster size distribution

and the growth mechanism. Finally, the modeled S-layer lattice was compared with

experimental studies addressing the accessibility of various amino acid residues in the
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lattice and the monomer, respectively. A good agreement between the results of the

simulations and the experiments support the proposed model of the lattice. The molecular

mechanisms guiding the proteins to self-assemble into such regular structures are mainly

driven by hydrophobic interactions, which could be also shown by Monte Carlo simulations

of simplified coarse-grained models of the protein. Such a simple approach including a

simplified coarse-grained model of the protein and different Monte Carlo simulations, offers

the possibility to study a highly complex protein system such as S-layers at an amino

acid level, where fundamental experimental results can be reproduced and molecular

mechanisms can be fairly well explained.

x

y

x

y

A            B

C                     D

Figure 17: Results of the Monte Carlo simulation of the interaction of two monomers. (A)
(C) Two stable dimer conformations could be identified, where they are interacting in (A) y-
direction and (C) x-direction, respectively. (B) (D) Corresponding dimer conformations, where
the proteins are represented by unit cubes to be used in the lattice Monte Carlo simulation of
the large-scale assembly process. Blue colored faces represent the interaction directions.

Based on these two Monte Carlo approaches, the morphology of a self-assembled p1

S-layer lattice could be calculated. Figure 18 shows the coarse-grained structural model

of the S-layer sheet. The architecture of the lattice exhibits identical pores, which mainly

consist of hydrophilic residues (magnified view in figure 18). The lattice parameters are

in good agreement with experimentally determined values and an anisotropy of the lattice

- already discovered by various experimental methods - can be explained by the model.

The N- and C-terminal regions of the single monomers stick out of the lattice (figure 18
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B), which leads to charge and hydrophobicity differences of the inner and outer surface

of the lattice. This phenomenon also highly influences the behavior of S-layer sheets in

solution.

4.5nm

inner surface (N-terminal region)

outer surface (C-terminal region)

A

B

Figure 18: Morphology of the self-assembled S-layer lattice as obtained by lattice Monte Carlo
simulations. (A) Lattice with p1 symmetry made up of 16 monomers, represented by the coarse-
grained model. The magnified view shows the details of one pore. Hydrophilic residues are
colored in blue, hydrophobic ones in red. (B) Cross section of the lattice. The outer surface is
composed of the C-terminal region (blue), the inner surface of the N-terminal region (red).
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S-layer proteins have a wide range of application potential due to their characteristic features
concerning self-assembling, assembling on various surfaces, and forming of isoporous structures
with functional groups located on the surface in an identical position and orientation. Although
considerable knowledge has been experimentally accumulated on the structure, biochemistry,
assemble characteristics, and genetics of S-layer proteins, no structural model at atomic resolution
has been available so far. Therefore, neither the overall folding of the S-layer proteins—their tertiary
structure—nor the exact amino acid or domain allocations in the lattices are known. In this paper,
we describe the tertiary structure prediction for the S-layer protein SbsB from Geobacillus
stearothermophilus PV72/p2. This calculation was based on its amino acid sequence using the mean
force method �MF method� achieved by performing molecular dynamic simulations. This method
includes mainly the thermodynamic aspects of protein folding as well as steric constraints of the
amino acids and is therefore independent of experimental structure analysis problems resulting from
biochemical properties of the S-layer proteins. Molecular dynamic simulations were performed in
vacuum using the simulation software NAMD. The obtained tertiary structure of SbsB was
systematically analyzed by using the mean force method, whereas the verification of the structure is
based on calculating the global free energy minimum of the whole system. This corresponds to the
potential of mean force, which is the thermodynamically most favorable conformation of the
protein. Finally, an S-layer lattice was modeled graphically using CINEMA4D and compared with
scanning force microscopy data down to a resolution of 1 nm. The results show that this approach
leads to a thermodynamically favorable atomic model of the tertiary structure of the protein, which
could be verified by both the MF Method and the lattice model. © 2008 American Institute of
Physics. �DOI: 10.1063/1.2826375�

I. INTRODUCTION

Two-dimensional bacterial cell surface layer protein
crystals �S-layers� are the most commonly observed cell sur-
face structure in bacteria and archaea. These surface layer
crystals are made up of identical protein units called S-layer
proteins, which self-assemble into monomolecular crystal-
line arrays in suspension and on various solid substrates.1 In
gram-positive bacteria and in archaea such S-layer lattices
assemble on the surface of the wall matrix, and in gram-
negative bacteria the S-layer is attached to the lipopolysac-
charide component of the outer membrane. Transmission
electron microscopic and atomic force microscopic studies
showed2 that S-layer lattices are 5–20 nm thick, often have a
smooth outer surface and a more corrugated inner surface,
and the protein subunits are organized in lattices with ob-
lique �p1,p2�, square �p4�, or hexagonal �p3,p6� symmetry
with a center-to-center spacing of approximately 3–35 nm.
S-layer lattices are very porous structures, and due to the fact
that they are composed of identical species of subunits, they

exhibit pores of identical size and morphology with diam-
eters in the range of 2–8 nm.3 These characteristic features,
the assembling of the subunits into monomolecular arrays in
suspension, on surfaces or interfaces, and the forming of iso-
porous structures with functional groups located on the sur-
face in an identical position and orientation, have led to the
applications of S-layers as ultrafiltration membranes, immo-
bilization matrices for functional molecules, conjugate vac-
cines, carriers for Langmuir-Blodgett films, and as patterning
elements in molecular nanotechnology.4 S-layer lattices are
composed of single protein or glycoprotein species with a
molecular mass ranging from 40 to 200 kDa. The secondary
structure of these S-layer proteins has been identified by cir-
cular dichroism �CD� or has been derived from the amino
acid sequence5,7,8 and it mainly contains �-sheets �40%� and
�-helices �20%�.1 By sequence comparison, so-called S-layer
homologous �SLH� domains were identified on the
N-terminal part of several S-layer proteins, and these SLH
domains were suggested to anchor the proteins to the cell
surface.6

Until now no structural model of an S-layer protein at
atomic resolution has been available, whereas this fact maya�Electronic mail: rupert.tscheliessnig@boku.ac.at.
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be explained by the molecular mass of the protein subunits
being too large for structural studies by NMR �nuclear mag-
netic resonance� as well as by the property of the proteins to
self-assemble into two-dimensional lattices and thereby
avoiding the formation of isotropic three-dimensional crys-
tals, which are required for x-ray crystallography.1,9 Regard-
ing the wide range of the application potential of S-layer
proteins, the importance of clarifying the tertiary structure
and, therefore, the exact distribution of the amino acids in
the lattices is obvious.

These experimental structure analysis problems resulting
from biochemical properties of the S-layer proteins can be
avoided by using molecular dynamic �MD� simulations to
calculate the folded form of the proteins, which has been
applied to the S-layer protein SbsB from Geobacillus stearo-
thermophilus PV72/p2, a thermophilic gram-positive
bacterium.7 This protein consists of 920 amino acids, has a
molecular mass of 98 kDa, and assembles in an oblique �p1�
lattice type. SbsB does not contain any cysteine, five me-
thionine residues, and 35.4% polar, 11.8% acidic, 10.8% ba-
sic, and 49% hydrophobic residues. Valine, threonine, and
alanine are the most frequently occurring residues. The iso-
electric point �pI� is 5.7. Secondary structure determination
by far-UV CD yielded �-helical fractions of 7%–11% and
�-sheet fractions of 34%–38%.7 Structure-function relation-
ship studies by producing various truncated forms of SbsB
�Refs. 7 and 9� indicated that rSbsB208–920 retains the ability
to self-assemble, thus the N terminus of the protein �aa1–
aa207� is not essential for the self-assembling process. On
the N terminus, two binding domains could be identified,8

one for peptidoglycan and another for a secondary cell wall
polymer �SCWP�. By structure comparison, three SLH do-
mains were encoded, that are responsible for attaching exo-
proteins of gram-positive bacteria to the underlying cell wall,
whereas the peptidoglycan-binding domain lies inside this
SLH region. The SLH domains mainly consist of �-helices
according to secondary structure predictions and CD
measurements.9 The SCWP-binding domain is supposed to
be aa240–aa331.8 The other part of the protein �aa208–
aa920� forms mainly �-sheets and is therefore responsible
for the nonglobular structure of SbsB, that is responsible for
lattice formation �Fig. 1�A��. Digital image reconstructions
of rSbsB forms revealed that the lattice constants are a
=10.4 nm, b=7.9 nm, and �=81° �Fig. 1�B��.9 Predicting
the tertiary structure of SbsB by molecular dynamic simula-
tions, thus by thermodynamic principles, requires a predeter-

mination of structurally meaningful parts of the protein that
can be separately simulated and modeled, because the length
of SbsB avoids a conformation search including the whole
protein. The conformation space is too large and the protein
would stay in local energy minima, whereby the global en-
ergy minimum could not be calculated. Molecular dynamic
simulation processes require smaller molecular systems to
determine energy differences and thermodynamic param-
eters. Therefore, the modeling of the tertiary structure of
SbsB started with an analysis of the amino acid sequence.
The first step was to identify if the target sequence of interest
is homologous to other known sequences stored in databases.
This could be clarified by sequence homology searching. A
domain prediction was used to identify conserved motifs that
are structurally or functionally important. Based on previous
information and domain, as well as secondary structure pre-
dictions, SbsB was split into eight different parts, that were
supposed to be structurally independent, whereas the separa-
tion of N and C terminus was obvious. To obtain three-
dimensional coordinates of the single parts, a premodeling
by fold recognition10 was performed. With these parts, mo-
lecular dynamic simulations could be processed and the free
energy of the various conformations could be calculated. Fi-
nally, the obtained structure of SbsB could be analyzed by
using the mean force method to verify that the calculated
conformation is located in the global free energy minimum.

II. THEORY

A vast amount of literature exists in how to sample rare
events, events that happen once in a blue moon.11 Adoptions
thereof were developed to investigate protein-protein
interactions,12 complexation,13 adsorption,14–17 or reaction
rates.18,19 A detailed recent review on blue moon ensembles
and the concept of the potential of mean force �PMF� and
methods to calculate either is given in �Ref. 20�. For the sake
of brevity, we shortly draft the most important working equa-
tions.

In this paper protein configuration shall be given by Car-
tesian coordinates of the individual N sites, xN. Its potential
energy resembles V�xN�. The probability to find a protein in a
certain configuration, quantified by a reaction coordinate
��xN�=��, is given by

�������� = �����rN� − ���� = C exp�− �w�������� . �1�

Therein, �¯� denotes a canonical ensemble average, �
= �kBT�−1, with kB as the Boltzmann constant and T the tem-
perature of the system. The quantity w������� equals the po-
tential of mean force. The constant C is accessible by the
normalization condition of the probability ��������.

According to Jarzynski,21,22 the work W�������, and the
change of free energy A������� resemble in general an in-
equality: exp�−��A��������= �exp�−W���������, but are equal
for infinitely slow changes of �����. This equality, aside ex-
perimental impact,23,24 led to steered molecular
dynamics,25,26 and are used to test a full atomistic protein
model from the scratch.

FIG. 1. �Color� �A� Schematic picture of the domain distribution of SbsB.
Green: N terminus �aa32–aa207� with three SLH domains. White: signal
peptide. Red represents the C terminus mainly consisting of �-sheets, and
the SCWP-binding domain is indicated yellow. �B� Projection map of native
SbsB derived by scanning for microscopy.
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The potential of mean force, w�������, and the mean
force �F����*��� are related to one another by a thermody-
namic integration,

�w������� = �A������� = − �
�0

��
�F����*���d�*. �2�

The mean force may be calculated either by a condi-
tional or constrained MD simulation.20,12,28,19,29 In the second
case, it is calculated by constraining the reaction coordinate
�����,30,31

�F���������� = −
���xi · �xi

V�xN�Z−1/2���

�Z−1/2���

+
1

2�
·
��	i=1

Nc mi
−1�i� · �iZ
Z−5/2���

�Z−1/2���
. �3�

Note that the second summand is a consequence of the
metric correction, and has been introduced by Fixman.27 The
factor Z is defined by Z=	i

Nc�1 /mi���xi
��xN��2.

The local probability distribution ���� and the MF are
correlated by the equation

log� ����
���0�

� = − ��
�0

�

�F����������d��, �4�

���� = ���0�exp���
�0

�

���xiV�xN����d��� . �5�

From the probability, we calculate the average value of

the reaction coordinate �̄ by �̄=
������d�. Therein, � indi-
cates an interval, and for the local probability distribution
����, the normalization 
�����d�=1 holds.

In this paper, however, �����, is always a convenient
generalized coordinate. It describes the distance of two sub-
units, e.g., domains, of a protein, and thus is a linear function
of the Cartesian coordinates. For the present system, the re-
action coordinate is ��xN�= ��i

Axi
A−� j

Bx j
B�, with � j

A/B=mj /mt,
mj gives the mass of the jth site and mt the total mass of the

protein. It is trivial then that Z=	i
Nc

A

��i
B�2 /mi+	i

Nc
B

��i
B�2 /mi,

it is a constant and does neither contribute to the PMF nor to
����.

III. METHODS

Molecular dynamic simulations were performed using
the software NAMD. NAMD was developed by the Theoretical
and Computational Biophysics Group in the Beckman Insti-
tute for Advanced Science and Technology at the University
of Illinois at Urbana-Champaign32 and is free to download
and use at www.ks.uiuc.edu/Research/namd/. All visualiza-
tions of the simulation results were made with the molecular
graphics program VMD,34 which can be downloaded at
www.ks.uiuc.edu/Research/vmd/. NAMD simulation software
generates structure files from the CHARMM force field, and
uses periodic boundary conditions and the particle-mesh
Ewald method33 �PME� for long-range interactions. The
equations of motion, that is, the time evolution of the Hamil-
tonian system, are integrated by the Verlet method.35

NAMD

offers the possibility of steered molecular dynamics,32

whereby external forces can be applied to an atom or to a set
of atoms and, therefore, the atoms can be pulled along a
vector and conformation studies can be accomplished.
Within this method, thermodynamic properties such as free
energy data can be calculated using the adaptive biasing
force �ABF� method.38 VMD was used to visualize simula-
tion results and to calculate the root mean square deviation
�rmsd� of the system. All simulations were computed at the
SUN cluster Phoenix at phoenix.zserv.tuwien.ac.at. The pdb
files for the N-terminal domains were created using the
SWISS-PDBVIEWER.36 The C-terminal domains were premod-
eled via fold recognition10 using PHYRE at
www.sbg.bio.ic.ac.uk/phyre/, that is the successor of
3D-PSSM.37 Simulations were in water at ambient conditions
and in vacuum.

IV. RESULTS AND DISCUSSION

A. Sequence similarity search

Sequence homology searches of the N and the C termi-
nus were separately performed using BLAST �Ref. 39� at
http://www.ncbi.nlm.nih.gov/BLAST/. Obviously, sequence
homologies could be found to other S-layer proteins, of that
no tertiary structure has been clarified neither. Regarding the
sequence similarities to such a lot of other S-layer proteins, it
is conjecturable that there are conserved domains within the
S-layer protein family. In the first instance, these conserved
parts are the SLH domains, and also other structurally related
parts may occur. Concerning the N terminus, the sequence-
based homologies mainly do not consist of other proteins
that are not S-layer proteins. Figure 2 shows the results for
the C terminus �aa208–aa920�. Again, the homologies
mainly consist of other S-layer proteins, but there are also
sequence similarities to bacterial Ig-like group 2 domains.
Proteins that contain this domain are found in a variety of
bacterial and phage surface proteins such as intimins �Figs.
2�A� and 2�B��, whereas intimin is a bacterial cell-adhesion
molecule that mediates the intimate bacterial host-cell inter-
action. These domains are mostly composed of antiparallel
�-sheets, that are linked by turns and coils. BLAST also found
homologies to the protein OspA �Fig. 2�C��, whose structure
is also mainly made of �-sheets, turns, and coils.

B. Secondary structure prediction

Secondary structure predictions were made using all
available algorithms at http://www.expasy.org/tools/,

FIG. 2. �Color� �A� Crystal structure of a C-terminal 282-residue fragment
of intimin in complex with translocated intimin receptor intimin-binding
domain. �B� Crystal structure of a C-terminal 282-residue fragment of en-
teropathogenic E. coli intimin �Ref. 40�. �C� Crystal structure of an OspA
mutant �Ref. 41�.
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whereas there was a clear consensus concerning the second-
ary structure elements of the N and the C terminus. For the N
terminus �aa1–aa207�, the clear consensus were �-helices
and coils, and for the C terminus �aa208–aa920�, �-sheets
and coils. �-helices and �-sheets are two completely differ-
ent secondary structure elements, not only regarding the
structure itself, but also the thermodynamics of formation
and stability. Apparently, the two main structural domains of
SbsB are the N and the C terminus, distinguishable from
each other through different secondary structure elements,
varying conserved domains, and, consequently, variable
functions. As mentioned, experimental studies support this
theory that SbsB consists of two independently acting do-
mains concerning self-assembly and anchoring the protein on
the cell surface.

C. Domain prediction and choice of structurally
meaningful parts

Domain predictions were performed using MYHITS �Ref.
42� at http://myhits.isb-sib.ch/cgi-bin/index, SMART �Ref. 43�
at http://smart.embl-heidelberg.de/, and CDART �Ref. 44� at
http://www.ncbi.nlm.nih.gov/, whereas CDART uses the data-
base PFAM,45 thus the results of CDART will be indicated by
“Pfam” in the following. The N and the C terminus have
each been analyzed by the three domain prediction servers.
For the N terminus �aa1–aa207�, all servers predicted three
SLH domains at different amino acid positions �Fig. 3�. Re-
garding the prediction generated by PFAM, the first SLH do-
main ranges from aa3 to aa43, but the signal peptide is aa1–
aa31 and, therefore, this prediction is not reasonable, because
the signal peptide cannot contain an essential protein do-
main. MYHITS and SMART both predict three SLH domains
inside the functional region of SbsB, whereat MYHITS pro-
poses continuous domains, which is in line with the sequence
similarity search and plausible regarding the distribution of
the �-helices resulting from the secondary structure predic-
tion, if the adoption that there are two �-helices per SLH
domain is presumed.8,9 Consequently, the three SLH do-
mains predicted by MYHITS are used for dividing the N ter-
minus of SbsB in three structurally meaningful parts, which
are aa1–aa91 �signal peptide and first SLH domain�, aa92–
aa144 �second SLH domain�, and aa145–aa207 �third SLH
domain�. The signal peptide has to be included in the simu-
lation of the folding process, because it is also present under
native conditions and can therefore have an influence on the
formation of the adjacent amino acids. For the C terminus
�aa208–aa920�, only few domains were predicted by the
three servers, which is explainable by the rare sequence simi-
larities to known proteins, but again, bacterial Ig-like group 2
domains could be detected by all servers, which corresponds
with the BLAST results. Figure 3�A� shows an example of
such a domain proposed by PFAM. The servers predict two
bacterial Ig-like group 2 domains, whereat SMART and MY-

HITS are exactly at the same amino acid positions. Moreover,
PFAM predicts a fibronectin type III domain, that is illustrated
in Fig. 3�B�. This structural domain is supposed to play a
role in cell surface binding of fibronectins and is also mainly
composed of �-sheets and coils and, therefore, structurally
related to the bacterial Ig-like group 2 domain. Regarding the

secondary structure prediction that the C terminus mostly
consists of �-sheets and coils, these two predicted domains
are likely to be part of SbsB. Based on the secondary struc-
ture prediction and these domain predictions, the C terminus
is split into the following parts: aa208–aa293 �possible fi-
bronectin type III domain�, aa294–aa378 �possible bacterial
Ig-like group 2 domain�, aa379–aa496 �possible bacterial Ig-
like group 2 domain�, aa497–aa770 �unknown domain�, and
aa771–aa920 �unknown domain�.

D. Fold recognition

Ultimately, SbsB has been divided into eight structurally
independent domains for the simulation of the folding, three
domains of the N terminus, and five domains of the C termi-
nus, whereas the five C terminal domains mainly consist of
�-sheets and the N-terminal domains of �-helices. Regarding
the simulation process itself, that is based on the energy
landscape of the protein, �-sheet formation, in contrast to
�-helices, poses a problem, because the net change in con-
formational free energy is not sufficient to overcome the loss
in configurational entropy that accompanies sheet
formation.48 That is to say, that a molecular dynamic simu-
lation based on interactions defined by a force field of a
protein domain, that is supposed to be composed of �-sheets,
which is the case concerning the five domains of the C ter-
minus, would not result in the formation of �-sheets, because

FIG. 3. �Color� Schema of the domain prediction results for the N terminus
�aa1–aa207� by PFAM �Ref. 44�, SMART �Ref. 43�, and MYHITS �Ref. 42�. The
colored boxes represent the predicted SLH domains. �A� shows an example
of a bacterial Ig-like group 2 domain �Ref. 46�, while �B� shows an example
of a fibronectin type III domain �Ref. 47, both examples were predicted by
PFAM.
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the interaction possibilities for the atoms relating to the sta-
bilizing forces for sheet formation, stored in the force field,
cannot be greater than T�S to overcome the loss of confor-
mational entropy. Another complication concerning �-sheets
is that these secondary structure elements may involve inter-
actions between distal regions of the amino acid sequence
and are expected to be context dependent. Considering that
the folding of the C terminus has to be proceeded piece-
wisely, because of the length of the protein, this characteris-
tic of �-sheet formation is problematic. Therefore, the devel-
opment of predetermined three-dimensional coordinates, that
tend to form �-sheets rather than other secondary structure
elements, is required, which is achieved by modeling the
tertiary structure of the five C terminal domains using fold
recognition.10 Fold Recognition was performed for the
C-terminal parts using PHYRE at www.sbg.bio.ic.ac.uk/
phyre/, that is the successor of 3D-PSSM.37 Figure 4�A� shows
the three-dimensional models of the five C terminal parts of
SbsB created by PHYRE. All models consist of �-sheets,
coils, and turns as secondary structure elements, which con-
forms to the secondary structure prediction and the domain
prediction. The three-dimensional �3D� model for domain
aa208–aa293 is made of antiparallel �-sheets, which is typi-
cal for fibronectin type III domains. PHYRE used these do-
mains to model the SbsB domain with an estimated precision
of 75%, which is in line with the domain prediction for this
amino acid section. The two domains aa294–aa378 and
aa379–aa496 are also both composed of antiparallel
�-sheets, whereat the second domain consists of much more
sheets. Both domains were regarded to be bacterial Ig-like
group 2 domains according to the domain prediction. PHYRE

modeled these two domains based on intimin cell-adhesion
fragments, which typically contain these Ig-like domains.
The last two domains aa497–aa770 and aa771–aa920, that
could not be predefined by the domain prediction, also con-

tain �-sheets and coils. These two domains were also mod-
eled based on Ig-like domains, which is in line with the
secondary structure prediction.

E. Creation of pdb files of the C-terminal parts

The created models of the C-terminal domains are com-
posed of different amino acids than the original SbsB se-
quence, because the amino acids were matched through the
modeling process to fit the predicted secondary structure.
Therefore, to build up pdb files for the five domains for the
simulation, the new coordinates have to be merged to the
amino acids of the single parts by comparing the sequence of
the model with the original sequence, and if the modeled
amino acid fits the original one, the coordinates of the model
are taken over, if not, random coordinates are included in the
new pdb file.

F. Molecular dynamic simulations

The folding of the eight domains of SbsB was computed
until the parts were equilibrated, which was verified by cal-
culating the rmsd development during the simulation pro-
cess. The overall folding of SbsB was calculated by joining
all equilibrated parts together by combining the pdb files of
the single simulation results. With the new pdb file, simula-
tion runs were performed in vacuum for 30 ns. Figure 5 il-
lustrates the developing of the rmsd value during the simu-
lation. The protein is equilibrated after a few nanoseconds
and the rmsd does not change over time. The main folding
process takes place in the very first time of the simulation,
and this conformation stays constant over the whole simula-
tion time. A fact that goes in line with the native conditions
of the protein folding process in the cell, that lasts only a few
nanoseconds until the native form of a protein is reached.49

Figure 6 shows the results of the simulation. The tertiary
structure of SbsB is L shaped, whereas the L is formed by the
C terminus. The three SLH domains are arranged closely at
the N terminus of the protein and are represented by the
purple part in Fig. 6. Most part of the �-helical content of
SbsB is located at the N terminus, and these �-helices form a
pocket enabled by turns, that link the helices together and
facilitate the flexibility of the N-terminal domains �Fig. 7�.
The C terminus contains three main domains, whereas one is
linear and two are formed as globular domains that are

FIG. 4. �Color� �A� 3D models of the five C-terminal domains of SbsB
created by PHYRE Ref. 31. Yellow arrows: �-sheets, violet strands: �-helices,
green line: turns, and red line: coils. Modeling method: �B� Sbsb for the
individual domains were equilibrated in water spheres at 310 K, �C� jointed
in vacuum, and �D� SbsB structure obtained by MD.

FIG. 5. �Color� RMSD developing of SbsB during the simulation. RMSD in
nanometer �nm�, time in nanoseconds �ns�.
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linked together by turns and coils. These C-terminal domains
contain �-sheets, �-bridges, coils, and turns. The protein is
composed of many pockets and niches, mainly at the N ter-
minus made up of the SLH domains and the last part of the
C terminus.

1. N terminus

The N terminus of SbsB �aa1–aa207� consists of six
�-helices that are linked by turns and coils. According to the
secondary structure prediction and the sequence similarity
search, SbsB has three SLH domains, with every domain
made up of two �-helices. The first SLH domain is com-
posed of the two �-helices aa46–aa48 and aa69–aa73, the
second of aa77–aa81 and aa105–aa113, and the third domain
of aa125–aa134 and aa155–aa158 �Fig. 8�. These six
�-helices together with the turns form a binding pocket for
anchoring the protein on the cell surface. Within this binding
pocket there are two more helices located: aa313–aa319 and
aa339–aa342. Therefore, the SLH region seems to be accom-
panied by an additional �-helical region, that is supposed to
be the SCWP-binding domain.8 The simulation results indi-
cate that the SLH region and the SCWP-binding domain es-
tablish one cell-binding domain by generating a binding
pocket, that can flexibly move and alter its domain positions

depending on the arrangement of the secondary cell wall
polymers. The SCWP-binding domain is composed of two
�-helices that are linked together by turns, whereat these
turns enable the domain to move flexibly. The binding pocket
of the N-terminus consists of one hydrophilic and one hydro-
phobic side, whereas the SCWP-binding domain lies inside
the hydrophilic part. Moreover, there are much more basic
amino acid side chains located within the binding pocket
�arginine, lysine� than acidic side chains.

2. C terminus

The C terminus of SbsB accounts for the main part of
the protein and is made up of three main domains �Fig. 9�.
The first domain reaches from amino acid 208 to amino acid
486 and is linear. This domain connects the N terminus with
the L-shaped part of the C terminus, that is made up of the
other two domains of the C terminus �aa487–aa755 and
aa756–aa920�. The first C-terminal domain seems to separate
the two great parts of SbsB: the cell-binding domain with its
SLH- and SCWP-binding regions and the main part of the C
terminus responsible for the self-assembling process. Within
the C terminus, 15 �-strands and 24 �-bridges can be found,
whereas both the �-strands and the �-bridges are arranged as

FIG. 6. �Color� Tertiary structure of SbsB obtained via simulations in
vacuum after 30 ns. Blue: �-bridge, green: turn, red: coil, yellow: �-sheet,
and purple: �-helix.

FIG. 7. �Color� Ribbon illustration of the tertiary structure of SbsB. Blue:
�-bridge, green: turn, red: coil, yellow: �-sheet, and purple: �-helix.

FIG. 8. �Color� Detail view of the N terminus �aa1–aa207�. Blue: �-bridge,
green: turn, red: coil, yellow: �-sheet, and parple: �-helix.

FIG. 9. �Color� Ribbon illustration of the C terminus. Productions runs
covered 30 ns. �A� Antiparallel �-sheets are marked yellow. �B� C-terminal
domains. Blue: �-bridge, green: turn, red: coil, yellow: � sheet, and purple:
�-helix.
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antiparallel �-sheets. This secondary structure formation cor-
responds to the previous domain prediction that the
C-terminal domains contain bacterial Ig-like group 2 and fi-
bronectin type III domains, that are characterized by antipar-
allel �-sheets. The three C-terminal domains are linked to-
gether by various turns and coils that enable the domains to
move relatively to each other. Domain 2 and domain 3 form
a pocket, whereas domain 2 additionally forms an emargin-
ation. Regarding the structure of the molecular surface of the
C terminus and the obvious flexibility of the C-terminal do-
mains, this part of SbsB seems to play a major role in lattice
formation by making the perfect fitting of two single proteins
possible. Moreover, the C-terminal part of SbsB, especially
domains 2 and 3, provide the smoother outer surface of the
lattice and forms the regular pores. The roughness of the
molecular surface may play a role in pore formation. The
C-teminal domains contain much more hydrophilic residue
side chains than the N-terminal part, primarily domain 2, that
includes more hydrophilic than hydrophobic residues,
whereas domain 1 contains mainly hydrophobic residues.

3. Distances and angles

Figure 10 shows the main distances of the protein SbsB
and the angle between the two main C-terminal domains.
Regarding the lattice constants a=10.4 nm, b=7.9 nm, and
�=81°,9 the dimensions of the calculated tertiary structure of
SbsB seems to be in a right range. The length of the protein
is approximately 16.07 nm, and the width at the C-terminal
domains is 9.31 nm. The width of the C-terminal domain 1,
which is the smallest, is 1.97 nm. The angle between the two
C-terminal domains 2 and 3 amounts to 81.06°, whereas the
angle between domains 1 and 2 nearly reaches 90°.

G. Verification of the structure—MF method

The calculated tertiary structure of SbsB was systemati-
cally analyzed using the ABF method: parts of the protein
were pulled along a chosen reaction coordinate �, and the
protein was deformed to quantify the stability of the struc-

ture. The free energy, in equilibrium it is equivalent to the
potential of mean force, was calculated as function of the
deformation. Parts of the protein were reversibly pulled in
complementary directions, the MF was calculated, the results
were joined. Hereof, the PMF and a local probability distri-
bution ���� were calculated, and the native form of SbsB
was verified. Next, we shall present some examples of the
analysis.

1. Structural analysis 1—N terminus

N terminus, Fig. 11: The N terminus was stretched along
the x axis between the states �1=0 nm to �2=1.6 nm. The
protein is elongated. There is a clear global free energy mini-
mum at �=0.42 nm, indicated by the red line. It is trivial that
it corresponds to the global maximum of the local probability

distribution. The average elongation �̄, however, is shifted
left and is indicated by the black line. Likewise, the shape of
the local energy and the corresponding local density prob-
ability distribution indicate a certain flexibility of the N ter-
minus. Again, ���� has nonzero values within an interval of
�����0.1 nm.

2. Structural analysis 2—C-terminal domain 2

C-terminal domain 2, Fig. 12: The MF values are given
by blue open circles, while the red line gives the PMF val-
ues. Two distinct shoulders are indicated by filled red arrows
and correspond to metastable protein conformations. From
the PMF, a local probability distribution ���� has been cal-

FIG. 10. �Color� Main distances and angles of SbsB.

FIG. 11. �Color� �A� MF values indicated by by open blue circles. The red
full line gives the PMF. It has a minimum at �=0.4 nm and a plateau at �
=1.2 nm. �B� ����, line with yellow body, has been calculated within an
interval of ����0.02, centered at the minimum of the free energy. The struc-
ture model of the protein is given as an insert, the reaction coordinate is
indicated, and green and blue sphere indicate fixed regions.
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culated over an interval of �����0.1 nm. The interval is cen-
tered at the global minimum of the PMF. The average elon-
gation, indicated by the black line, is shifted left.

3. Structural analysis 3—C-terminal domains 2 and 3

Both C-terminal domains 2 and 3 were set in the 	y
direction, Fig. 13. The blue circles indicate MF values, while
the red line gives the PMF. The plot was centered at the
global minimum of the PMF. In either direction, the free
energy increases as a function of �. In the +y direction, MF
values are constant, and the PMF therefore increases nearly
linear. For negative values of �, the MF starts scattering be-
tween �=−0.1 nm and �=−0.25 nm. Therein, the PMF de-
velops a shoulder and jumps at �=−0.25 to lower values,
�A=100 kJ /mol. This jump indicates a metastable state of
the protein. It is the most dense conformation of the two
domains. This state may be useful while forming the S-layer
lattice for providing the required flexibility for the binding of
two single proteins. A local probability distribution, ����,
has been calculated over an interval of �����0.02 nm, that
has been centered at the global minimum of the PMF. It is
given by the graph with the yellow body. Trivial, the maxi-
mum of ���� is located at zero. However, the average dis-

tance �̄ is shifted left and indicated by the black line.

H. The SbsB lattice

The protein SbsB assembles in an oblique lattice type
that is characterized by the successively binding of single

SbsB proteins to each other, whereas there is no cluster
building of prebonded proteins in contrast to square or hex-
agonal lattice types, where a cluster formation of three �p3�,
four �p4�, or six �p6� proteins takes place primarily. There-
fore, the graphical modeling of the SbsB lattice was done by
joining single proteins with the program CINEMA4D. The N
and the C termini of SbsB both contain pockets and inver-
sions, which leads to the conclusion that these structural
characteristics play a role in lattice formation. To find the
optimal match of the monomers, a successive configuration
search was performed graphically. Figure 14 illustrates the
graphical model of the SbsB lattice. This model was created
based on the optimal fitting of the pockets and inversions of
the N and the C termini. Within this lattice model, the single
monomers match perfectly to each other without overlap-
ping. The inversion of the C-terminal domain 3 is comple-
mentary to the protuberance of domain 2. Additionally, the
N-terminal binding pocket containing the SLH region and
the SCWP-binding domain fit in the place, where domain 3
of one monomer binds domain 2 of the second monomer. In
this way, a regular lattice occurs that contains periodic pores
with a longer and a shorter side. The lattice constants of the
SbsB lattice obtained via digital image reconstructions of
rSsbB forms have a ratio of 1.3 �a=10.4 nm, b=7.9 nm�. If
using the measured distances of the SbsB model, the ratio of
the graphical lattice model amounts to 1.29 �a=11.97 nm,
b=9.31 nm� approximately, therefore, the dimensions of the
modeled lattice seem to be in a right range. Figure 14 dis-

FIG. 12. �Color� �A� MF values are given by open blue circles. PMF given
by the red full line jumps at �=−0.25 nm to a lower value. Within the gray
area, a local density probability distribution has been calculated. �B� ����,
line with yellow body, calculated from the PMF. The reaction coordinate
was changed within an interval of ����0.02 nm.

FIG. 13. �Color� �A� Calculated MF values are indicated by blue open
circles. Integrated PMF profile is given by red full line. Full red arrow marks
some plateau. The gray bar indicates indicates an area, wherein a local
density probability distribution ���� has been calculated. �B� ���� given by
the yellow filled profile, calculated from the PMF within an elongation of
����0.02 nm.
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plays the analogy between the graphical model of the lattice
and a projection map of native SbsB. The graphical model
contains regular higher regions in the lattice due to the bind-
ing of the C-terminal domains 2 and 3. If compared with the
projection map, the lattice topology is very similar concern-
ing these higher regions. Moreover, the size and form of the
pores look similar in both cases. Therefrom, both the perfect
match of the single monomers and the topographic as well as
the structural analogy between the model and the real lattice
allow the assumption that the graphically modeled SbsB lat-
tice is similar to the native lattice. We anticipate that the
length difference of the base vectors between the native and
the simulated structure can be fitted by assuming overlapping
regions. Furthermore, the fitting of the inversions of the
C-terminal domains in the lattice could verify the calculated
tertiary structure of SbsB.

V. SUMMARY AND CONCLUSION

In this work, the tertiary structure of the S-layer protein
SbsB of Geobacillus stearothermophilus PV72/p2 was pre-
dicted by using molecular dynamic simulations based on the
amino acid sequence. In this way, the folding of the protein
is determined only by thermodynamical and sterical param-
eters based on the amino acid composition. The obtained
structure can be verified by computing the minimum of the
free energy, that is, the potential of mean force �PMF�, which
is calculated based on the mean force that acts on a specific
state of a system. This way of calculation is called the mean
force method �MF method�. Therefore, the amino acid se-
quence of SbsB was analyzed by performing a sequence

similarity search, a secondary structure prediction, and a do-
main prediction. The sequence of SbsB does not have any
significant similarities to other proteins with clarified tertiary
structure, whereas there are similarities to other S-layer pro-
teins, especially concerning the N terminus �aa1–aa207�,
which leads to the suspicion that there are conserved do-
mains within the S-layer protein family. Based on previous
work on the structure-function relationship of SbsB, these
conserved domains are SLH domains that are located at the
N terminus and function as anchor for the protein in the cell
surface. The C terminus of the protein is much more com-
plex and could not be clarified by the sequence similarity
search, whereas the domain prediction resulted in possible
bacterial Ig-like group 2 and fibronectin type III domains,
that are characterized by containing mainly antiparallel
�-sheets, coils, and turns. This prediction goes in line with
the secondary structure prediction that the N terminus mainly
consists of �-helices as secondary structure elements and the
C terminus of �-strands. Based on this information, the pro-
tein was split into eight structurally meaningful parts,
whereas three domains for the N terminus �SLH domains�
and five for the C-terminus, whereat two C-terminal domains
could not be clarified by domain prediction. This splitting of
SbsB is necessary to perform molecular dynamic simula-
tions, because the length of SbsB avoids a conformation
search including the whole protein. The protein would stay in
the local energy minima, because it is too large to compute
the whole phase space and, therefore, calculate the global
free energy minimum. The C-terminal parts, that mainly con-
sist of �-sheets, had to be premodeled by using a method
called fold recognition. �-sheet formation is thermodynami-
cally unfavorable because of the loss of configurational en-
tropy. By creating 3D models of these parts, predetermined
coordinates of the single atoms can be obtained that tend to
form �-sheets. The original SbsB sequence was then
matched to the modeled coordinates. With the eight parts of
SbsB, molecular dynamic simulations were performed in wa-
ter and in vacuum, whereas the folding process of the single
parts could be computed. Subsequently, the parts were joined
together and the tertiary structure of SbsB could be calcu-
lated. Using the ABF method implemented in the simulation
software NAMD, the mean force values as well as the free
energy of the protein were generated. These data provide the
basis for calculating the PMF, which was done by integrating
the mean force over a reaction coordinate �, that was deter-
mined based on the z coordinates of the atoms, that were
used to manipulate the structure of the protein. In this way,
the single domains of the protein were moved relatively to
each other and, therefore, the free energies of the different
conformations could be computed. The structural analysis of
SbsB by the MF method lead to the result that the calculated
tertiary structure of the protein represents a conformation
lying in the global free energy minimum of the energy land-
scape, and is therefore the thermodynamically favorable state
of SbsB in vacuum. There are various local energy minima
and maxima, especially concerning the two main C-terminal
domains 2 and 3. This indicates a certain flexibility within
the protein that may play a role in lattice and, therefore, pore
formation. Furthermore, the elongation of the N terminus

FIG. 14. �Color� Comparison of the graphical model of the SbsB lattice with
a projection map of native SbsB. The white circles exemplarily mark higher
regions in the lattice.
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and the C-terminal domain 1 underlies a possible movement,
which is evident regarding the function of the N terminus of
attaching the cell surface. By using the MF method, the
simulated native state of SbsB could be verified. The result-
ing tertiary structure of SbsB is L shaped, consists of three
C-terminal domains, and the SLH region at the N terminus,
which forms a binding pocket together with the SCWP-
binding domain. The topography of the protein is very rough
and there are a lot of inversions and pockets. Finally, the
single SbsB monomers were joined together graphically to
model an SbsB lattice. This model is based on the fitting of
the inversions and pockets of the protein, whereas a good
match was obtained by joining one C-terminal domain of one
monomer with another C-terminal domain of a second
monomer. The obtained model was compared with a projec-
tion map of native SbsB, and there is a great analogy espe-
cially concerning the topography of the lattice. In this way,
the folded form of SbsB could be predicted and verified. This
method may offer the possibility to specify the behavior of
S-layer proteins, for example, by implementing various sur-
faces or conditions. Furthermore, the lattice itself could be
simulated, whereas, in this case, a simplified model of the
lattice should be taken to compute the characteristics of the
lattice concerning pores, size, and functionalization. The re-
sults with molecular dynamic simulations and the MF
method demonstrate that it is possible to determine the ter-
tiary structure of a protein avoiding experimental problems
in structure determination, which is the case concerning
S-layer proteins.

Aside from the biochemical relevance of this work, the
knowledge of the tertiary structure of S-layer proteins is also
most important for the use of S-layers as patterning elements
in life and nonlife sciences. For example, for the develop-
ment of specific methods for the binding of biomolecules or
nanoparticles, or for the precipitation of metal ions from so-
lution, we need to know the location, orientation, and sterical
accessibility of the involved binding sites in more detail.
This is particularly true for S-layer fusion proteins where a
specific functionality, such as the streptavidin binding do-
main, was fused to or inserted in the amino acid sequence.
Up to our knowledge, this is the first published 3D-structure
prediction of an S-layer protein. The results presented here
will help us to address this question from a new perspective.
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Surface layers !S-layers" are the most commonly observed cell surface structure of prokaryotic
organisms. They are made up of proteins that spontaneously self-assemble into functional crystalline
lattices in solution, on various solid surfaces, and interfaces. While classical experimental
techniques failed to recover a complete structural model of an unmodified S-layer protein, small
angle x-ray scattering !SAXS" provides an opportunity to study the structure of S-layer monomers
in solution and of self-assembled two-dimensional sheets. For the protein under investigation we
recently suggested an atomistic structural model by the use of molecular dynamics simulations. This
structural model is now refined on the basis of SAXS data together with a fractal assembly
approach. Here we show that a nondiluted critical system of proteins, which crystallize into
monomolecular structures, might be analyzed by SAXS if protein-protein interactions are taken into
account by relating a fractal local density distribution to a fractal local mean potential, which has to
fulfill the Poisson equation. The present work demonstrates an important step into the elucidation of
the structure of S-layers and offers a tool to analyze the structure of self-assembling systems in
solution by means of SAXS and computer simulations. © 2010 American Institute of Physics.
#doi:10.1063/1.3489682$

I. INTRODUCTION

Surface layers !S-layers" are the most commonly ob-
served cell surface structure of prokaryotic organisms. They
are composed of planar assemblies of proteins, so-called
S-layer proteins.1–3 The remarkable potential of this protein
species lies in the capability to self-assemble into monomo-
lecular crystalline lattices in suspension and on various solid
substrates.4,5 Depending on the organism, different lattice
symmetries could be observed: oblique !p1, p2", square
!p4", and hexagonal !p3, p6".6 They exhibit pores of iden-
tical size and morphology and thus functional groups on the
lattices are aligned in well-defined order and orientation.
These characteristic features turn S-layers into a unique sys-
tem for the controlled bottom-up assembly of functional su-
pramolecular structures serving as building blocks and pat-
terning elements in biomolecular construction kits. This
opens up a broad spectrum of possible applications.7–13

The basic building block of S-layers are proteins or gly-
coproteins with a molecular mass ranging from 40 to 200
kDa. There is only little knowledge about the structural de-
tails of these proteins due to the fact that they are far too
large for investigations using NMR, and they are crystalliz-
ing into two-dimensional lattices avoiding the formation of

isotropic three-dimensional crystals required for x-ray
crystallography.5 However, some information about the dis-
tribution of amino acids and parts of the structures of some
s-layer protein species could be determined by introducing
systematic point mutations, by producing diverse truncated
forms of the proteins, or by the binding of special tags.14–18

A first atomistic model calculated by molecular dynamics
simulations !MDS" was presented in our earlier work.19

Based on the amino acid sequence as well as experimental
background we could compute a model of the tertiary struc-
ture of one S-layer protein, namely, the S-layer protein SbsB
from Geobacillus stearothermophilus.20,21 As a continuative
verification process of the calculated structure as well as a
more profound understanding of structural details and poten-
tials, we combine here the model from MDS and refine this
model with the aid of small-angle x-ray scattering !SAXS"
data of s-layer monomers and self-assemblies using the same
s-layer protein as in the in silico experiments.

SAXS is a widely used method to obtain information on
the structure of biological macromolecules in nearly physi-
ological environments.22–28 Thereby a protein solution is ex-
posed to x-rays, and the scattered intensity is recorded as a
function of the scattering angle 2! or the scattering vector Q.
The x-ray pattern is determined by differences in the electron
densities. Whereas from analytical methods only raw infor-
mation on the size and shape of proteins such as spherical,
cylindrical, or disklike is obtained, now numerical ap-
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proaches are available, which allow to reconstruct the three-
dimensional structure from one-dimensional scattering
patterns.25 A significant advantage of these methods is for
example the enhanced insight into assembly and !un"folding
processes of macromolecules.25

Macromolecules in dilute solutions are usually analyzed
using model functions, where no interaction of the molecules
is required. However, the reconstruction of the structure of
S-layer proteins faces the additional difficulty that the pro-
teins crystallize. This affects the range of high Q-values, as
the structure leads to Bragg reflections, as well as the range
of small Q-values, because the proteins form large two-
dimensional sheets. Thus, we separated the scattering inten-
sity in the contributions by the proteins and the two-
dimensional sheets, depending on the respective structure
factor affecting the SAXS intensities from the form of the
proteins. In a first step, the software programs GNOM

29 and
DAMMIN

28 were applied to model the shape of the S-layer
protein in solution from the experimental SAXS data at high
Q-values, where the lower envelope !i.e., the signal without
the Bragg reflections" was used. Driven by the reasonable
size and similar shape to the structure obtained from MDS,
we numerically calculated scattering profiles and refined the
MD model on the basis of the SAXS data via Debye’s
formula for the form factor.30 We extended
Debye’s model from the three-dimensional space to a general
description in a space with a fractal dimension, as assembly
of particles to clusters frequently leads to density distribu-
tions being best described by a fractal pair-pair correlation
function.31–36 As the local density distribution and the mean
potential of a system are correlated,37 the mean potential is
also fractal and it takes into account possible protein-protein
interactions. It is also correlated with the tertiary structure of
the protein itself. Therefore, the relation between mean po-
tential and local densities was also formulated in a fractal
space with the additional restriction that the local density
distribution has to fulfill the Poisson equation. In a second
step, the protein-protein interaction, which scatters due to the
large dimension in the low Q-regime in reciprocal space, was
described by objects with a disklike shape due to the two-
dimensional nature of their assembly. To be consistent, the
theoretical description in this Q-range was also formulated in
fractal dimensions. By this, it was possible to describe the
complete scattering curve and to derive the structure of the
protein itself as well as its self-assembling behavior. The
reconstruction process shown here is based on the combina-
tion of the results of the MDS with experimental SAXS mea-
surements. Thereby the previously calculated model19 is re-
fined by the SAXS data, but serves as a permanent corrective
of the numerical reconstruction procedure.

II. THEORY

In general, the scattering intensity I!Q" is the product of
P!Q", the form factor of particles, and S!Q", the structure
factor describing the arrangement of these particles. As
S-layer proteins crystallize into monomolecular structures in
solution, it is not possible to directly use conventional low
resolution reconstruction procedures, which are available for

SAXS data from proteins in dilute solution.25 The structure
factor affects the signal in the high Q-regime in form of
Bragg reflections and in the low Q-regime by the global
arrangement of the proteins in form of S-layers being large in
comparison to the size of the protein itself. Therefore, we
separated the scattering data into two regimes, one at values
Q"0.5 nm−1 and one at values Q#0.5 nm−1 for large ob-
jects in real space, which is indexed in the following by the
symbol $. As either the protein is assembled from basic
secondary structure elements as well as the proteins them-
selves self-assemble into large disklike layers, we extend the
description of this system to fractal dimensions. The motiva-
tion is that particles or proteins that aggregate into clusters
frequently adapt a density distribution that is best described
by a fractal pair-pair correlation.31–36 Additionally, we take
into account the relation between the local density distribu-
tion and the mean potential,37,38 where the local density dis-
tribution has to fulfill the Poisson equation. Therefore the
mean potential does not only cause the structure of the
monomers, but also takes into account protein-protein inter-
actions. With these restrictions, we derive in a fist step the
equation to describe the scattering intensity of the protein
itself in the high Q-range and in the second step for the
self-assembly of the protein into disklike layers, accessible
by SAXS data in the low Q-range. To be fully consistent,
both Fourier transformations of local densities in the respec-
tive Q-range are formulated in the same functional fractal
space.

The scattering intensity in SAXS arises from local den-
sity distributions, which are related to the mean potential of
the system by −%w!&"% log!'!&"",37,38 where %= 1

kBT with kB

being the Boltzmann constant and T the temperature, & is a
coordinate, ' is the density, and w is the potential. Proteins
are considered as critical due to their crystallization proper-
ties, where superstructures are assumed to appear on differ-
ent spatial scales linked to each other. Due to the properties
of clustering from small molecular units up to the arrange-
ment of a large layer, a fractal mass distribution is assumed36

and the scattering intensity I!Q" is given by the Fourier
transform of the autocorrelation function, which has a char-
acteristic shape in this case

I!Q" = F!&'!&!"'!'&! − &'"("#Q$ = F!(R&3−D"#Q$ , !1"

=cDQ−DR−D cos)D)

2
**!D − 1" . !2"

D is the fractal dimension of the system, c a constant
depending on experimental parameters such as beam inten-
sity or electron density contrast, and (R is a proportionality
constant. The fractal dimension is thus directly accessible in
a double-logarithmic plot of intensities versus scattering vec-
tor Q.

A further requirement is that ionic solutions have to obey
the Poisson equation. Solutions for systems with the assump-
tion of a fractal charge distribution have already been devel-
oped by Lee and Hubbard39 and Blender and Dietrich.40
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They linearized the density-mean potential relation and
found with the help of a coordinate transformation that the
mean potential takes the form of Bessel functions of the sec-
ond kind. However their solution is nonlinear for the spatial
coordinate & and thus an analytic Fourier transform is not
possible.

A more general approach is to solve the Poisson
equation for the mean potential by the use of the
Green’s function:41 w!&"=+dD&!GD!'&−&!'"'!&!"
=+dD&!GD!&!"'!'&!−&'" or as an iteration: w!&"
%+dD&!GD!&!"exp!−%w!'&!−&'"".

Note that the fractal dimension in real space enters by
the fractal Fourier transformation only, or in mathematical
terms: GD!u"=Fu

−1!Ĝ!Q"" and thus Ĝ=1 / !u2+Q2".

F!w!&""#Q$ % F!+ dD&!GD!&!"&+!&!"+!'&! − &'"("#Q$ , !3"

F!w!&""#Q$ % F!&GD!&"+!&"("#Q$ , !4"

%1/!2)"D,
0

,

duDĜ!u"F&!+!& − u""#Q$ . !5"

Ĝ!u" is the Fourier transform of the Green’s function and
may be formally argued by polydispersity.42 The description
of the scattering intensity of polydisperse systems is often
weighted by a Schulz distribution function43 to account for
the size distribution of the particles. Here, the solution of
Ĝ!u" is a Cauchy–Lorentz distribution, which was regarded
as superior to the Schulz distribution43 to describe the poly-
dispersity of the system because it is directly related to the
mean potential.

Rewriting Eq. !5" with the respective Fourier transforms
explicitly leads to

F(w(ζ))[Q] ≈ 1

(2π)D

∫ ∞

0

du uD−1 1

u2 + κ2
︸ ︷︷ ︸
fD(Q)

JD/2−1(Qu)

(Qu)D/2−1

!6"

%
1

!2)"D-D/2−1KD/2−1!Q-"
!Q-"D/2−1 . !7"

The measured x-ray intensities are then proportional to
the form factor obtained from the square of the Fourier trans-
form Eq. !6" by

I!Q" . PD!Q" = 'F!Q"'2. !8"

In a three-dimensional space, the scattering intensity
may be simplified to I!Q"= P3!Q" with the analytical form

factor P3!Q"= 1
!2)"3 -1/2 K1/2!Q-"

!Q-"1/2 . The local densities obey the

Poisson equation automatically here, which may be an ad-
vantage for a description of assembly processes driven by
Coulomb forces. Equation !6" is an extension of the Debye
formula30 to a fractal space with arbitrary dimensions: Insert-
ing D=3 in Eq. !6", setting the weight factor fD!Q" to 1 and
replacing the integral term by a sum, Eq. !6" simplifies to the
Debye expression30 for the scattering intensity of scattering

centers with specific form factors Fi,j and scattering densities
Mi,j at sites i and j, with C a normalization constant

I(Q) ≈ Pnum(Q) =
1

C

N∑

i,j

M iM jF i(Q)F j(Q)︸ ︷︷ ︸
f3(Q)

sin(Qζ)

Qζ
!9"

where the index “num” indicates that this equation is basi-
cally used for the numerical reconstruction of structures from
scattering curves.

The basic structural units, the proteins, self-assemble to
form monomolecular layers. The scattering of this structure
can be described in three dimensions with the form factor for
a disk with a specific height H$ and a radius R$,44 where the
symbol $ indicates that this dimension is now large in real
space compared to the size of the protein itself. This form
factor can be extended to a fractal description, which is mo-
tivated by the arrangement of the disks as clustered and not
fully dense structures. Additionally, we take into account a
specific orientation with respect to each other, which could
arise from an interaction of the disks.

If we consider two fractal spaces that are orthogonal
in respect to each other, then the volume element
of a D-dimensional space45 is given by d/!

=&D!−1 sinD!−2 ! sinD!−3!01" . . . sin!0D!−3"d&d!-i
D!−2d0i.

Its fractal complement is given by d/.

=&D.−1 cosD.−2 ! sinD.−3!01" . . . sin!0D.−3"d&d!-i
D.−2d0i. Con-

sequently the disklike structure may be reconstructed by a
product of a +-function +!&!

2 −H$
2 " and a Heaviside

1-function 1!R$−&.". Therefore the local densities '$!&"
are given by '$!&"=+!&!

2 −H$
2 "1!R$−&.", with &!=& sin !

and &. =& cos !. The D-dimensional Fourier transform is
given by

S$!Q" = F!'$!&""#Q$

= F!!+!&!
2 − H$

2 ""#Q$F.!1!R$ − &.""#Q$

= C*,D,
0

)/2
)!!!" 2

JD!/2−1!QH$ cos !!"

!QH$ cos !!"D!/2−1

2
JD./2!QR$ sin !!"

!QR$ sin !!"D./2 d!− cos !!" !10"

with a normalization constant C*,D. Here we consider that
the fractal disk dimensions D. and D! are related by
D. =D!−1 and applied two definitions of the Poisson
integral representation of the Bessel function, J3!&"
=)−1/2*−1!3+1 /2"!& /2"3+−)/2

)/2 cos!& sin u"cos23 udu and
J3!&"=)−1/2*−1!& /2"3+0

)sin!& sin u"cos23 udu. This structure
factor describes disks with radius R and height H, which are
arranged with a certain angle distribution )!!" with respect
to each other.

The scattering intensity in the small Q-regime, i.e., in the
regime of large objects in real space, is then

I!Q" = c1P
D!Q" 2 S"!Q" 2 S$!Q" + c2. !11"

c2 is a small constant from a parasitic background arising
from the background subtraction not allowing negative inten-
sities to occur. The extension of the description of the scat-
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tering intensity in Eq. !11" is valid due to the assumption that
the mean potentials are independent and additive and thus
superpose.

The whole scattering curve may finally be described by a
form factor PD!Q" accounting for the structure of the protein
monomers, a structure factor S"!Q" describing the arrange-
ment of the monomers as self-assembled monomolecular
sheets and a second structure factor S$!Q", which takes into
account the large-scale behavior of the two-dimensional
sheets as nanodisks

PD!Q" = /
i

JD/2−1!Qui"
!Qui"D/2−1 , !12"

S>(Q) = D

∫
dDuuD−1 Ĝu,κρ>(u)︸ ︷︷ ︸

JD/2−1(Qu)

(Qu)D/2−1

K(u)

1
2π( )

!13"

S$!Q" = ) 1
2)

*D, dDR$R$
D−1ĜR$,-F!'$!&""#Q$ . !14"

Therein PD!Q" resembles the monomer structure, S"!Q"
the self-assemblies and S$!Q" represent the nano-discs.

In the case ĜR$,- is a numerical delta function, and all
disks are of equivalent size, S$!Q" simplifies to
F!'$!&""#Q$.

The fit parameters are the constants c1, c2, and -. The
fractal dimension D is taken from the decrease toward small
Q-values in the double logarithmic plot. With these values
fixed, the structure factor S$ is then additionally added for
disks with a certain radius R$, a thickness H$, and a possible
oriented distribution with respect to each other. Finally, the
scattering intensity in the complete Q-range is used as ex-
perimental data for fitting the model.

III. MATERIALS AND METHODS

A. S-layer proteins

The s-layer protein SbsB from Geobacillus stearother-
mophilus PV72/p2 was isolated by default as previously
described.46,47 After the cell wall preparation,46 the proteins
were extracted with 5M guanidine hydrochloride !pH 7.2" at
room temperature for 30 min. Afterwards the cell wall frag-
ments were removed by centrifugation !30 000 rpm, 30 min,
8 °C". The supernatant containing the proteins was dialyzed
against 10 mM CaCl2 for two hours at pH 5.9. A monomer
solution was obtained by centrifuging for 30 min at 8 °C and
30 000 rpm. Afterward the monomer solution was concen-
trated by centrifugation in Amicon tubes !50 000 Da molecu-
lar weight cutoff" 35 min at 18 °C and 5000 rpm, to a final
concentration of 3.3 mg/ml. The molecular weight of the
s-layer protein is 98 kDa. The monomers are insoluble at
these conditions.48 For the self-assembly solution, we used
the protein solution before centrifugation. At these condi-
tions the s-layer protein SbsB self-assembles into two-
dimensional sheets due to the higher monomer concentra-
tion, which was proved by electron microscopy studies.47

B. SAXS

SAXS was performed with Cu Ka radiation from a ro-
tating anode generator !Nanostar, BRUKER AXS, Karlsruhe,
Germany" equipped with a pinhole camera and an area de-
tector !VANTEC 2000, from BRUKER AXS". The SbsB
monomer solution and the self-assemblies, respectively, were
put into capillaries with 1 mm diameter and 10 4m wall
thickness !from Hilgenberg" and then sealed with polymeric
caps, as the whole equipment operates in vacuum. The
SAXS intensity patterns were taken at a sample to detector
distance of 109 cm for 6 h. They were corrected for back-
ground scattering and then radially averaged to obtain the
function I!Q", where Q= !4P /5"sin ! is the scattering vector,
2! is the angle between incident and diffracted beam, and
5=0.1542 nm is the x-ray wavelength. The scattering inten-
sities were normalized to each other in the Q-range between
2 and 2.5 nm−1. In this region the scattering intensity is flat
and dominated mainly by fluid scattering and an additional
smaller contribution from the glass capillary. The scattering
intensity from the solution without protein was then sub-
tracted from the solution with protein. We cross-checked that
this is consistent with the measured transmission of each
sample.

The programs GNOM,29
DAMMIN,28 and DAMAVER

49 were
used for a first evaluation of the scattering data. The software
package GNOM is an indirect transform program for SAXS
data processing. It calculates the distance or size distribution
function from one-dimensional scattering curves for mono-
and polydisperse systems, respectively. The software DAM-

MIN varies the number and position of subunits !usually
spheres" of an object to match the distance distribution func-
tion using a simulated annealing minimization algorithm.
This leads to a low resolution shape model for the object. In
a Monte-Carlo algorithm, slightly different low resolution
shape models are aligned and averaged by the software pack-
age DAMAVER

49 to result in the most probable shape.

IV. RESULTS AND DISCUSSION

The scattering intensity in the double logarithmic plot is
shown in Fig. 1!a" for the monomer and Fig. 1!b" for the
self-assemblies separately. Bragg reflections are traceable in
both samples, which indicate that crystallization occurs even
in the sample containing initially mainly monomers. Obvi-

c1 P3(Q) +c2
Pnum(Q)
I(Q)

0.1 1.0
Q [1/nm]

0.01

0.1

1
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I(Q
),
P(
Q
)[
a.
u.
]

0.1 1.0
Q [1/nm]

a) b)

D=3D=3

FIG. 1. Scattering data of the !a" monomeric solution and !b" the self-
assemblies. Gray filled circles are experimental scattering intensities I!Q" as
a function of the scattering vector Q. The dashed blue line is the analytical
fit from Eq. !11". Small circles are experimental intensities after division
through a probable structure factor. Red lines give fits obtained by DAMMIN

!Ref. 28". The corresponding structure models are given as insets. Vertical
lines visualize Bragg reflections.

175102-4 Horejs et al. J. Chem. Phys. 133, 175102 "2010!

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp

61



ously, the proteins already start to self-assemble after a short
period of time, a phenomenon, which has been observed be-
fore by means of light scattering.50 If we compare scattering
data at different times during the measurement, we observe
the development of Bragg peaks, which suggest a dynamic
crystallization process during the time of the measurement
!see supplementary information51". The insoluble monomers
at the given conditions start to self-assemble into two-
dimensional lattices. In the first step to evaluate the data, the
fractal dimension is set to D=3 in Eq. !6" and the lower
envelope of the intensities in the high Q-range
Q"0.5 nm−1 is directly fitted with the form factor P3!Q".
This corresponds to objects, built up densely in three-
dimensional space, with local densities obeying the Poisson
equation. Three fit parameters are required: Two of them are
merely depending on the setup, a scaling factor c1 corre-
sponding to the total amount of the scattered volume !i.e., the
thickness of the capillary and the intensity of the beam", and
a small parasitic background c2. The main physical param-
eter is -, which corresponds in the three-dimensional case to
the radius of gyration and thus the size of the whole protein.
The obtained fit values were -=6.3 nm for the monomer
!Fig. 1!a"" and -=6.8 nm for the self-assemblies !Fig. 1!b"".
This is in very good coincidence with the results from the
MD simulations, which delivered a value of -=6.3 nm19 for
the radius of gyration of the protein. Obviously, there is a
strong increase in the intensities toward small Q-values
!circles in Fig. 1", which is not described by the scattering
curve of one single protein !solid lines in Fig. 1". This in-
creased scattering intensity is therefore attributed to the
structure factor from the self-assembly of proteins into crys-
talline layers, as any fit with conventional form factors
would lead to a size about ten times larger than a single
protein as determined by other methods such as transmission
electron microscopy !TEM".47 Thus, we concentrate first on
the high Q-range, the shape and size of the protein, and in
the second part on the self-assembled S-layers. Based on the
calculated analytical form factors P3!Q" with the radius of
gyration inserted from the MD model, we computed in a first
rough approach a probable structure factor for the layered
arrangement by S!Q"0 I!Q" /P3!Q". Consequently we nu-
merically reconstructed Snum!Q" and divided the scattering
intensities by this. These structure factor corrected data are
shown in Fig. 1 as small circles up to a range of Q
=1 nm−1. For the fit of these data, the numerical software
programs GNOM29 and DAMMIN28 were used to numeri-
cally reconstruct the three-dimensional structure. As starting
configuration, prolate ellipsoids, slightly larger than the size
of the MD model, with half axes a=10.9 nm and b
=8.6 nm, were chosen. 20 Monte-Carlo runs were per-
formed for both the monomer and the self-assemblies and
averaged with the use of DAMAVER.49 The resulting bead
models are given as inserts in Fig. 1. From this numerical
reconstruction, the protein shape seems to differ between the
monomer solution and the self-assemblies. For the proteins
as part of self-assemblies a characteristic bonelike shape is
obtained, which is very similar in shape and size to the MD
model.19

This was the starting point to combine the results from

MD simulations with experimental SAXS measurements and
a fractal theory describing local electron densities obeying
the Poisson equation: The fractal dimension was estimated
from the slope of the scattering intensities toward low
Q-values. Then, the scattering intensities were described
with Eq. !6" for fractal dimensions and a fit resulted in
-=6.1 nm and D=2.4 for the monomer in solution and
-=4.7 nm and D=2.9 for the self-assemblies, with the fit
functions shown in Fig. 2 for the whole experimentally mea-
sured Q-range and in Fig. 3 for the range of high Q-values.
Dashed lines represent fits with analytical functions and solid
lines fits from the numerical reconstruction !which have the
index num in all figures".

In fractal dimensions - resembles more a characteristic
value of the mass distribution and is not directly related to
the radius of gyration anymore. In comparison to the three-
dimensional form factor P3!Q", the fractal form factor PD!Q"
!dashed blue line in Fig. 3" is able to follow some character-
istic features of the SAXS curve, in particular the local
minima better than the three-dimensional !3D" factor. We
also compared both analytical form factors of the MD model
!Fig. 3 green and magenta line", whereas PD!Q" follows the
minima more precisely than P3!Q". In a final step, numerical
fitting was extended to fractal dimensions with the help of
Eq. !7", which is the analog of Debye’s formula !Eq. !9"".
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FIG. 2. SAXS data of the !a" monomeric solution and !b" the self-
assemblies are given by gray filled circles and slopes for the fractal dimen-
sion are inserted as black lines: !a" D=2.4 and !b" D=2.9. The dashed blue
line is the analytical fit PD from Eq. !11" for !a" P2.4 and !b" P2.9, the dashed
green line represents PMD

3 , and the full violet line PMD
2.9 . They are obtained by

calculating the scattering intensity from the MD model. The full red line is
the complete numerical reconstruction using a Monte-Carlo algorithm gen-
eralized to fractal dimensions. Vertical lines visualize Bragg reflections.
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FIG. 3. SAXS data of the !a" monomeric solution and !b" the self-
assemblies as in Fig. 2, but enlarged for the high Q-range to visualize how
the different theories match the local minima. Slopes for the fractal dimen-
sion are inserted as black lines: !a" D=2.4 and !b" D=2.9. The dashed blue
line is the analytical fit PD from Eq. !11" for !a" P2.4 and !b" P2.9, the dashed
green line represents PMD

3 , and the full violet line PMD
2.9 , either are based on

the MD model. The full red line is the complete numerical reconstruction
using a Monte-Carlo algorithm generalized to fractal dimensions. Vertical
lines visualize Bragg reflections.
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The numerical reconstruction procedure of the 3D shape of
the protein from one-dimensional scattering curves is then
identical to available software programs such as SAXS3D

52 or
DAMMIN,28 however, it uses basic functions to describe the
fractal space instead of those for the 3D space. Therefore
fD!Q" is set to one and local electron densities of the mono-
mer are reconstructed by generating scattering patterns using
a numerical algorithm. In order to restrict the problem, we
closely connected the fitting procedure to the MD model,
which serves as starting configuration for the electron densi-
ties. A sphere was created, which includes the entire atomis-
tic protein model. Then, the numerical fitting algorithm
changes positions of scatterers with the restriction that their
position is within a size limit of 2 nm with respect to the MD
model. The MD model is thus refined by the SAXS data, but
serves as a permanent corrective of the numerical reconstruc-
tion procedure after each step. The final fitted scattering
curves for the monomer and the self-assemblies are given by
the red lines in Fig. 3 and the reconstructed electron contrasts
in Fig. 4. For the monomers and the proteins as part of the
lattice !Fig. 4" the red spheres represent the scatterers and
thus the regions with the highest electron density. Whereas
the refined structural model using the SAXS data is quite
close to the original MD model and the highest electron con-
trast is still remaining in its vicinity, the protein as part of a
self-assembly seems to be more extended and the higher
electron contrast is shifted toward the termini of the protein.
The differences are visualized by the arrows in Fig. 4. The
different shape is interpreted in the way that the arrangement
of the proteins in a two-dimensional !2D"-lattice leads to
some overlapping of the proteins with neighboring proteins,
which slightly shifts the protein shape in particular in these
regions. In the case of the monomer, this is less pronounced,
as the scattering intensity is an average of all configurations
and the smaller degree of order leads to a smaller distortion
of single proteins by neighboring ones.

For the analysis of the long-range order of the self-
assembled structures, the experimental scattering intensity
was divided by the scattering intensity of the reconstructed
structure of the monomers and the self-assemblies, respec-
tively, resulting in the structure factor S$

D!Q". This structure
factor is fitted with Eq. !10" describing disks with a certain
radius R, a height H, and an angle distribution )!!" between
them. The calculated structure factor of the disk together
with the experimental values are shown in Fig. 5. A height of

H=4.5 nm and radii of R=20 nm for the monomers and
R=29 nm for the self-assemblies were obtained. Therefore,
even in the monomeric solution there do exist small oligo-
meric self-assemblies, the latter case. In the monomeric
sample disklike S-layers are already formed, which are on
the one hand smaller in radius and on the other hand more
isotropically distributed in solution shown in the inset in Fig.
5. In the self-assembly sample, nanodisks self-assemble in a
stacked order from single sheets with a height of 4.5 nm,
which is in good agreement with results obtained by thin-
section preparations of self-assembled sheets,5 and exhibit a
fractal dimension close to three due to the formation of al-
most 3D structures.

The short-range order of the self-assembled S-layers is
analyzed by the structure factor S"

D using Eq. !13". Figure 6
gives the corresponding fitting function for
I!Q" / !P!Q"S$!Q"". We calculated the correlation function
)!u". For limu→, it is an oscillating function, which indi-
cates a critical system.

Whereas there is no long-range order of the sheets per-
pendicular to their axis, within the plane Bragg reflections
were identified !Fig. 6" indicating an arrangement of the pro-
tein in a perfect monoclinic 2D-lattice with unit cell dimen-
sions of a=9.9160.06 nm, b=7.6660.05 nm, and an
angle between the axes of 81.160.1°. Bragg reflections were

D=2.4 D=2.9

a) b)

FIG. 4. !a" The numerical reconstruction of the SAXS scattering intensities
in the monomeric sample indicates localized high electron densities !red
beads" next to secondary structures such as %-sheets and 7-helices. !b" In
the samples containing self-assembled monomolecular sheets, high electron
densities !red beads" are shifted compared to the monomer solution, visual-
ized by arrows. The MD model is visible as blue cartoon.
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FIG. 5. The open circles give the scattering intensities divided by the form
factor for the single proteins I!Q" /PD!Q", the blue line is the fit curve from
Eq. !10" and describes the structure factor of disks with height H=4.5 nm
and radii of !a" R=20 nm for the monomers and !b" R=29 nm for the
assemblies. The insets give angle distributions of the disks with respect to
each other from Eq. !10". Vertical lines visualize Bragg reflections.
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FIG. 6. Open circles are the scattering intensities divided by the structure
factor at small Q-values, i.e., from the self-assembly into sheets,
I!Q" / !P!Q"S$!Q"". The vertical lines visualize Bragg reflections, being
identified and attributed to a monoclinic 2D-lattice with unit cell dimensions
of a=9.9160.06 nm, b=7.6660.05 nm, and an angle between the axes of
81.160.1°. The blue line gives fits for the structure factor S"

D , while inserts
give the correlation function K!u" from Eq. !13". For limu→, it is an oscil-
lating function.
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determined as described elsewhere,53 where for a monoclinic
lattice the third dimension in real space approaches infinity.
The error results from the error in the determination of the
sample position !i.e., the finite thickness of the capillary", the
monochromaticity of the beam and the fit error. This is in
perfect agreement with data obtained from transmission elec-
tron microscopy a=10.4 nm, b=7.9 nm, and 7=81°,5,47

however, the SAXS data are much more precise in this case
due to high resolution in reciprocal space.

V. CONCLUSIONS

Experimental SAXS data for the S-layer protein SbsB in
solution were measured, where Bragg reflections in the high
Q-range precisely determined the structural arrangement of
the protein units in a 2D monoclinic lattice. In the low
Q-range, scattering arises from the arrangement as 2D large
objects with a disklike shape. The data were separated into
these two regions and the structure was described as self-
assembled units in a fractal space. Analytical solutions ful-
filling the Poisson equation were developed and applied in
the first step. In the second step, a reconstruction of the struc-
ture from SAXS data was performed completely numerically,
where previous results from MD served both as starting con-
figuration and as control to restrict the maximum allowed
deviation of the reconstruction. Whereas the electron densi-
ties remained in the vicinity of the original MD model for the
monomer, in the case of the assembled proteins electron den-
sities were shifted, which is interpreted as overlapping zones
of assembled proteins. The presence of Bragg reflections in
both samples—though not equally strongly visible in the
x-ray pattern—as well as different size magnitudes of the
S-layers in the monomeric and the self-assemblies solution
show that even in the monomeric sample small oligomeric
self-assemblies are formed. We assumed a critical system
due to the remarkable self-assembling behavior of the sys-
tem: Even when monomeric samples are highly diluted, oli-
gomeric small crystals are formed, which has to be taken into
account into the fitting of the SAXS intensity data. By split-
ting the whole Q-range into two different regimes and by
describing the S-layer system in a fractal space, which en-
sures that the analytical solutions fulfill the Poisson equation,
we could reconstruct the electron densities of an S-layer pro-
tein, which confirms the previously predicted MD model and
indicates some structural changes due to crystallization.
However, even in the case of self-assembling into a mono-
molecular lattice, the shape of the protein remains remark-
ably stable. Electron densities are only slightly shifted to-
ward the ends which might be explained by possible overlaps
with neighboring proteins in the lattice.

This work shows that a nondiluted, critical system of
proteins, which crystallize into monomolecular structures,
might be analyzed with SAXS, if protein-protein interactions
are taken into account by relating a fractal local density dis-
tribution to a fractal mean potential, which has to fulfill the
Poisson equation. This mean potential governs the monomer
structure and describes interactions in the system. The as-
sumption of a fractal mass distribution was already success-
fully applied for analyzing SAXS data of particles that ag-

gregate to clusters.31–36 By adapting the fractal approach to
proteins, both the shape of single proteins as well as their
self-assembly behavior can be described.
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SUPPLEMENTARY MATERIAL 
 

 
Fig. S1: Time evolution of the monomer sample during the measurement. The 
scattering intensity as a function of the scattering vector Q is shown. The 
system is critical and there is a clear development of Bragg peaks during the 
measurement. The insoluble monomers at the given conditions start to self-
assemble into two-dimensional lattices.  SAXS measurements were performed 
for one hour (red line, after 1 hour) and six hours  (green line, after 34 hours 
and blue line, after 55 hours). A: Linear scale after background subtraction 
from parasitic pinhole scattering and further subtraction of a power-law 
background towards small q-values to better visualize the diffraction peaks. B: 
Logarithmic scale after background subtraction from parasitic pinhole 
scattering.  
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S
urface layers (S-layers) represent an
outstanding self-assembly system
based on protein subunits, which form

the crystalline outermost cell envelope of a
great variety of prokaryotic cells.1 These
S-layer proteins self-assemble into mono-
molecular lattices with symmetries ranging
from p1 to p6, exhibiting defined pores and
a highly reproducible large-scale order.2-4

They have been successfully used as the
basic unit for molecular construction kits
because of their remarkable potential to
self-assemble not only in their natural en-
vironment but also in solution, on various
solid substrates and on lipids.3,5 A great
number of S-layer-carrying organisms
has been identified so far, whereas no
atomistic structure of a single unmodified
S-layer protein could be experimentally
determined up to now because they are
too large for NMR and they do not crystallize
into isotropic three-dimensional crystals
as required for X-ray crystallography. Re-
cently, more information on structural de-
tails and self-assembly pathways could be
gathered.6-15 However, the defined bind-
ing of molecules and nanoparticles on
S-layers requires detailed structural infor-
mation on the underlying S-layer proteins
at an amino acid level. Here we present a
combination of molecular modeling, small-
angle X-ray scattering (SAXS), and transmis-
sion electronmicroscopy (TEM) to reveal the
three-dimensional structure of one unit cell
of the S-layer protein SbpA from Bacillus

sphaericus CCM2177.16 SbpA consists of
1268 amino acids and self-assembles into
a square lattice structure (p4). This S-layer
protein has been extensively investigated in
order to be used for nanobiotechnological
applications at the nanoscale.17-24 In order
to model the structure at an amino acid

level of one SbpA unit cell consisting of four
monomers, we combined three different
approaches. In a first step, we defined pos-
sible domains of the protein based on in-
formation on the self-assembly behavior of
truncated and modified recombinant forms
of the protein. We already successfully ap-
plied this approach to model the tertiary
structure of another S-layer protein.14 We
defined seven individual domains of the
protein, and on the basis of secondary
structure predictions and structural homo-
logies, we premodeled each domain imple-
menting possible secondary structure
elements. Consequently, we equilibrated
each domain in a water sphere, joined them
together, and minimized the whole struc-
ture while keeping every domain restraint
using molecular dynamic simulations. In a
second step, a three-dimensional density
model has been calculated by performing
tilting experiments with a transmission elec-
tron microscope. In a third step, small-angle
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ABSTRACT The concept of self-assembly is one of the most promising strategies for the creation

of defined nanostructures and therefore became an essential part of nanotechnology for the

controlled bottom-up design of nanoscale structures. Surface layers (S-layers), which represent the

cell envelope of a great variety of prokaryotic cells, show outstanding self-assembly features in vitro

and have been successfully used as the basic matrix for molecular construction kits. Here we present

the three-dimensional structure of an S-layer lattice based on tetrameric unit cells, which will help to

facilitate the directed binding of various molecules on the S-layer lattice, thereby creating functional

nanoarrays for applications in nanobiotechnology. Our work demonstrates the successful combina-

tion of computer simulations, electron microscopy (TEM), and small-angle X-ray scattering (SAXS) as

a tool for the investigation of the structure of self-assembling or aggregating proteins, which cannot

be determined by X-ray crystallography. To the best of our knowledge, this is the first structural

model at an amino acid level of an S-layer unit cell that exhibits p4 lattice symmetry.

KEYWORDS: self-assembly . SAXS . TEM . protein structure . computer simulations .
nanoarrays
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X-ray scattering (SAXS) experiments were performed
togetherwith a theory of a fractalmean force potential,
which can be adequately used to describe the behavior
of S-layers in solution, as we showed in our earlier
work.15 These studies resulted in a distribution of
electron densities within an S-layer unit cell. We finally
merged these data, the model of one monomer ob-
tained by molecular dynamic simulations, and the
density profile as well as the scattering distribution of
one unit cell and modeled the three-dimensional
structure of an SbpA unit cell at an amino acid level.
The information of the location of individual amino
acids on the inner and outer surface of the lattice as
well as within the pores will facilitate the directed
modification of this S-layer protein and the directed
binding of molecules and nanoparticles on the lattice
for the application of this self-assembly system in
nanotechnology.

RESULTS AND DISCUSSION

The S-layer protein SbpA has aroused interest due to
the fact that this protein self-assembles into lattices
exhibiting a p4 lattice symmetry. The four monomers,
which form one unit cell of the lattice, may perfectly
serve as a matrix for the generation of functional
nanoarrays.25 The N-terminal part possesses three so-
called S-layer homologous (SLH) domains, which is a
common structural motive in this class of proteins that
is mainly made up of R-helices.26 The SLH domains are
responsible for anchoring the proteins in the under-
lying cell wall. The successful self-assembly of SbpA
demands the presence of bivalent cations,26 which
explains the structural homology of this protein to
calcium binding proteins, which could be found by
performing homology searches using various different
bioinformatic tools. Interestingly, the lattice symmetry
can be changed from p4 to p1 if 237 C-terminal amino
acids are truncated. If additionally another 113 amino
acid residues are removed, the proteins lose the ability
to self-assemble.27 Apparently a structural change of
the monomers due to a shortening of the C-terminal
domain leads to a loss of the intrinsic function. We also
performed secondary structure predictions revealing
S-layer proteins' common distribution of secondary
structure elements, a mainly R-helical N-terminal re-
gion and mainly β-sheets in the central and C-terminal
part. On the basis of all this information, we defined the
following seven domains: three SLH domains
(aa1-aa210, aa211-329, aa330-aa458), one central
domain showing structural homology to calcium bind-
ing proteins (aa459-aa639), and three C-terminal
domains showing homology to Ig-like proteins, which
are mainly made up of β-sheets (aa640-aa888,
aa889-aa1001, aa1002-aa1238). As a next step, we
used the online algorithm PHYRE to model each
domain based on fold recognition.28 Domains one,
two, and three (SLH domains) are mainly made up of

R-helices and coils as expected. Domains three, five,
and seven exhibit parallel and antiparallel β-sheets,
and domains four and six could not bemodeled by fold
recognition and show a rather elongated structure.
Every premodeled domain was now equilibrated in a
water sphere using molecular dynamics simulations.
Figure 1A-G shows the results for every single domain.
The three potential SLH domains (Figure 1A-C) are
mainly made up of R-helices (especially the first SLH
domain, Figure 1A) and random coils after equilibra-
tion in water. In clear contrast to our previous work,14

we could not equilibrate all of these domains in water.
Even after a considerable large amount of production
runs, two domains lack a sensible secondary structure
(Figure 1D,E). The central domain (Figure 1D), which
was premodeled using homologies to Ca2þ-binding
proteins, is supposed to consist of mainly β-sheet
structures. β-Sheets are rather complicated secondary
structure elements, which may fold due to interactions
between distant amino acid residues in the primary
structure, which is why they hardly form in the frame-
work of short molecular dynamics simulations. In con-
trast, those domains, which show homologies to Ig-like
domains, show β-sheets, R-helices, and random coil

Figure 1. Results of the molecular dynamics simulations of
the S-layer protein SbpA. The protein was first split into
structurally meaningful domains, which were premodeled
using fold recognition to obtain secondary structure ele-
ments. These domains were equilibrated in water. The
results are given in A-G. (A-C) Three SLH (S-layer
homologous) domains located at the N-terminal region of
the protein, (D) central domain showing structural homol-
ogy to Ca2þ-binding proteins, (E-G) domains showing
structural homology to Ig-like domains. Without domains F
and G, the protein loses its ability to self-assemble, and
without domain G, the self-assembled products show p1
rather than p4 lattice symmetry.27 (H) Intermediate struc-
ture of the whole protein after the single domains were
joined and simulated in vacuum, where the secondary
structures were kept rigid, ions were added, and external
forces enabled. The termini are marked in red. (I) Coarse-
grained protein structure based on the atomistic structure
shown in H. Every amino acid is represented by a single
bead. Consecutive beads are linked by a harmonic
potential.
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structures (Figure 1E-G) as expected by the secondary
structure predictions.
All domains were now linked together, and an

inverse steered molecular dynamics simulation was
performed in vacuum. As the protein is charged, Naþ

and Cl- ions were added to compensate the net
charge. Moreover, the anticipated secondary struc-
tures, theR-helices, β-sheets, and coils, were kept rigid.
In addition, all domains were linked to one another by
an external force. This external force is physically
motivated by the force that the absent water mole-
cules would impose on the protein. We realize these
potentials by harmonic springs, which are necessary to
initiate the refolding process. However, the resulting
structure, as shown in Figure 1H, represents an inter-
mediate conformation. The resulting model was con-
sequently used to reconstruct the three-dimensional
unit cell by rational design based on the density
distribution as obtained by electron microscopy
studies.
The transmission electron microscope offers a great

possibility to determine the density distribution and
thereby a three-dimensional reconstruction of an
S-layer unit cell by performing tilting studies with a
negatively stained self-assembly product due to the
symmetry of the S-layer lattice. This method is based
on the projection theorem, which states that the two-
dimensional Fourier transform of a plane projection of
a three-dimensional density distribution is identical to
the corresponding central section of the three-dimen-
sional transform normal to the direction of view. There-
fore, the three-dimensional transform can be built up
section by section and consequently reconstructed by
inverse Fourier transform.29 The phases of the diffrac-
tion pattern are directly accessible from an image.
Figure 2 shows the results of a tilting series with an
SbpA self-assembly product, where the single sections
used for the density reconstruction are shown. On the
basis of these sections, a density model of the unit cell
can be rebuilt, as shown in Figure 2B. This three-
dimensional model was consequently used to fit the
structural model of one SbpA monomer into the unit
cell. Therefore, fourmonomers are arranged in away to
cover the entire unit cell, where overlaps are avoided.
As this arrangement is based on an intermediate
structural model, the reconstructed unit cell has to be
equilibrated, which demands a coarse-graining of the
whole structure (Figure 1I). Each amino acid is repre-
sented by a single bead. We introduce three different
potentials. First, all consecutive beads are linked by a
harmonic potential. As all seven domains but the outer
five amino acids of each are kept rigid, the harmonic
potential is of minor relevance. The interactions of the
amino acids are controlled by two types of pair-pair
potentials: an attractive screened Coulomb potential
and an associative Gaussian potential. While the first
potential type is a consequence of electrostatic forces,

the second, in principle, should enable the formation of
particular secondary structures. The coarse-grained
model is consequently used tomodel a coarse-grained
unit cell. The unit cell is periodic in plane with a period
of 13.0 nm, while the periodicity out of plane is 6.0 nm.
The amino acids are given appropriate masses, and the
entire system is initially kept at 300 K and then cooled
to 30 K in order to solidify the lattice.
This final structural model is used to reconstruct the

entire small-angle X-ray scattering signal. The whole
reconstruction procedure is based on a method pre-
sented in our earlier work, where we describe the
S-layer system by a fractal mean potential.15

In Figure 3B, we give the background-corrected
scattering contrasts for the monomeric and the self-
assembled samples, where the scattering intensity is
shown as a function of the scattering vector Q. Black
open circles give the scattering contrast of a predomi-
nantly monomeric solution, while blue open circles
represent the scattering contrast of self-assembled
structures. Obviously the monomeric solution lacks
any corrugation;all characteristic Bragg peaks are
missing. We take this as a clear indication that,
although secondary structure elements are formed,
the tertiary structure of the protein remains non-native
at this stage, suggesting that in their monomeric state
the proteins adapt a different conformation than as
part of a tetramer. This hypothesis that the proteins
first condense into an amorphous cluster in an ex-
tended conformation before they restructure to form a
crystal of folded tetramers has been recently proposed
by Chung et al.12 However, the slope of the scattering
intensity is linear for smallQ values and thus indicates a
self-similar system. The fractal dimension of the

Figure 2. Reconstruction of the three-dimensional density
distribution of one SbpA unit cell calculated by inverse
Fourier transform of single sections of SbpA self-assembly
products. A transmission electron microscope was used to
obtain sections of the unit cell by performing tilting mea-
surements. (A) Single sections of an SbpAunit cell. In the top
left corner, an electron micrograph of a whole unit cell is
shown. The density boundaries are systematically increased
(starting in the top left corner). The sections provide the
basis for the unit cell density distribution, which is shownby
the colored squares. Every color reflects one single section
of the unit cell in two dimensions. A superposition of all
sections results in the three-dimensional unit cell as shown
in B. (B) Three-dimensional density distribution as used for
the reconstruction of the unit cell based on the coarse-
grained model obtained from molecular dynamics
simulations.
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monomers and self-assemblies is D = 2.4 (Figure 3B
dark blue), which would be consistent with the forma-
tion of layers with a dimension between a two-dimen-
sional plate and a three-dimensional solid. The entire
signal with the exception of peaks originating from the
structure factor is reconstructed from the baseline, that
is, the minima of the scattering curve, by the analytical
function I(Q) ! KD/2-1(Qκ)/(Qκ)

(D/2-1), where K is a
Bessel-K function, Q the scattering vector, D the fractal
dimension, and κ a characteristic magnitude of the
unfolded monomer (Figure 3B yellow line). The details
of the reconstruction procedure of a SAXS signal
produced by S-layers in solution have been given
previously.15 The scattering contrast of the self-
assembled S-layers is fitted numerically on the basis of
the coarse-grained model (Figure 1I) and is shown as a
red line in Figure 3B. The details of the numerical fitting
procedure were given previously.14 On the basis of the
coarse-grained model, it is possible to numerically fit the
minima of the Bragg peaks (the red line in Figure 3B
follows the pattern of the Bragg peaks in a defined way),
which indicates that the proteins only exhibit their
tertiary structure when assembled into the lattice struc-
ture. However, the fact that we can perfectly fit the

scattering contrast of the self-assembled layers using
the coarse-grained monomeric model substantiates
the presented calculated tertiary structure of the pro-
tein, at least on a coarse-grained level.
In a second step, we refine the simulated coarse-

grainedmonomer model (Figure 1I) on the basis of the
SAXS data. A reverse Monte Carlo algorithm was
applied15 to reconstruct scattering sites, visible as red
beads in Figure 3A. The set of identified clusters
corresponds to secondary structure elements at these
locations. The scattering intensity arises in particular
from those regions with a high electron density con-
trast: it is visible in Figure 3A that this electron density
contrast is concentrated at the terminal domains of the
monomer, whereas those parts of the structure, where
overlapping takes place to result in the final tetramer,
are exhibiting less contrast. This decrease of electron
density contrast as a consequence of the formation of
bonds supports the presented structural model of the
S-layer tetramer.
For the reconstruction of the whole scattering signal

of S-layer self-assemblies, we divide the signal by the
form factor and thus obtain contributions of the self-
assembled monomolecular sheets. The reconstruction

Figure 3. SAXS. (A) Distribution of scattering clusters (red beads) of one SbpAmonomer (blue). The scattering sites represent
high electron density contrast as determined by small-angle X-ray scattering (SAXS) and a Monte Carlo algorithm. (B)
Intensities I(Q) as a function of the scattering vector Q of the monomeric solution and the sample containing self-assemblies
are given by black and blue open circles. The slope for the fractal dimensionD = 2.4 is inserted as a dark blue line. The red line
gives the numerical reconstruction using aMonte Carlo algorithmgeneralized to fractal dimensions and based on the coarse-
grainedmonomermodel. The yellow line gives the analytical fit of themonomer data. The reconstruction procedure is based
on our previous work.15 (C) Open circles give scattering intensities divided by the form factor I(Q)/P(Q). The red line is the fit
curve fromeq1, which includes the contribution to the scattering signal of the S-layer self-assemblies in solution. On the basis
of this fit, the height H = 5.6 nm, the radius R = 7.2 nm, and the radius of the self-assemblies R = 72 nm can be calculated.
Vertical lines indicate Bragg reflections, where strong peaks are indicated by gray lines and weak peaks by red lines. Strong
peaks indicate an arrangement of the tetramers in a cubic lattice with a = 13.0( 0.1 nm, where weak peaks arise due to the
arrangement of the proteins in the tetramer. These weak reflections indicate a 2D monoclinic sublattice with unit cell
dimensions of a=13.0( 0.1 nm, c=10.5( 0.1 nm, and γ= 80( 1 (a detailed viewof the Bragg reflections is given in Figure S1
in the Supporting Information). A corresponding schematic drawing illustrates the arrangement of the lattice and sublattice.
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as shown in Figure 3C is calculated using eq 1 (we give
the detailed deduction of eq 1 in the Methods section).
If the self-assembled monomolecular layers in solution
adapt a particular orientation with respect to the
scattering vector, the contribution to the scattering
contrast is supposed to be dominant over all other
orientations. This is in line with the results we observed
in our previous work,15 where another S-layer protein
was analyzed in solution by means of SAXS. In that
case, we described the self-assembled layers as nano-
disks, which were oriented parallel to each other and
thereby formed some kind of nematic liquid. Here we
refine this theory, as we anticipate that parallel orien-
tated nanodisks contribute most to the SAXS signal.

F (F(ζ))[Q]=F̂
(1)
(Q) ¼

-
Z 1

0
d(cos θ)f (cos θ)δ̂ )(QR cos θ)

δ̂^(H
2Q cos θ)δ̂ )(QR. cos θ) (1)

Therein H represents the height of the layer, R is the
in-plane radius of the protein, and R. a multiple of R
(i.e., the layer size).
On the basis of eq 1, we can reconstruct the entire

structure factor and deduce a possible characteristic
height H = 5.6 nm, radius R = 7.2 nm, and nanodisk size
R. = 72 nm. This size, obtained from the model
reconstruction, which takes into account the whole

scattering curve, is completely consistent with the size
obtained from the identified Bragg reflections
(Figure 3C vertical gray lines). They indicate an arrange-
ment of the tetramers in a cubic lattice with a = 13.0(
0.1 nm. An additional substructure is visible by a
number of weaker reflections (Figure 3C vertical red
lines). They are attributed to the slightly oblique ar-
rangement of the monomers along the main axes of
the cubic lattice and are thus described by a 2D
monoclinic sublattice with unit cell dimensions of a =
13.0 ( 0.1 nm, c = 10.5 ( 0.1 nm, and γ = 80 ( 1" (a
detailed view of the Bragg reflections is given in Figure
S1 in the Supporting Information).
The resulting structural model of one SbpA unit cell

is shown in Figure 4. In the tetramer, themonomers are
interlocked into one another, where both termini are
accessible at either surface. The N-termini are located
at the inner surface of the tetramer, which is anchored
on the cell surface via SLH domains (Figure 4B),
whereas the C-termini are accessible at the outer sur-
face of the S-layer unit cell (Figure 4C). Figure 4D,E
shows the scattering clusters reconstructed from the
SAXS curves as red beads of one monomer in the unit
cell. Apparently, the electron density contrast is higher
in those domains that are not part of direct overlaps in
the lattice. These tetramers build up the S-layer lattice
(Figure 4A), leading to the formation of defined pores
between the single unit cells. These pores exhibit a

Figure 4. Structure of the resulting SbpA unit cell. (A) Comparison of the calculated structure with an electron micrograph
showing an SbpA lattice. (B-E) Every monomer in the tetramer is illustrated in a different color. The proteins are interlocked
into each other. (B) Inner surface of the tetramer, which anchors the protein on the cell surface. The N-termini are represented
bymagnified beads and are accessible on the surface. (C) Outer surface of the tetramer, which is exposed to the surroundings
of the cell. The C-termini are also accessible and marked as magnified beads. (D,E) Red beads represent scattering clusters of
onemonomer of the tetramer as shown in Figure 3A. The overlapping or interacting parts do not show high electron density
contrast.
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very regular cubic arrangement (with a pore-to-pore
distance of 13.0 nm) and lead to the strong Bragg
peaks in the scattering curve in the high Q regime (see
Figure 3C and Figure S1 in the Supporting Information).
In the center of the unit cells, there is a clear anistropic
charge distribution at the outer and inner surface,
where at the inner surface the center is surrounded
by positively charged residues and at the outer surface
by negatively charged residues, as shown in detail in
Figure 5A,B. The accessibility of the respective termini
and the different charge distribution of the outer and
the inner central region of the unit cell have already
been demonstrated experimentally.16,21,25,30 Various
S-layer fusion proteins have been experimentally in-
vestigated, where truncated forms of the protein were
used.22,26,31,32 Figure 6 shows the correspondent trun-
cated forms using the structural model of the unit cell.
The deletion of 237 C-terminal amino acids leads to
the change of the lattice symmetry from p4 to p1.27

Figure 6A,B shows the unit cell, where the deleted amino
acids are colored blue. If the C-terminus is shortened by
another consecutive 113 amino acids, the proteins are
not capable of self-assembling anymore. These residues
are shown in Figure 6C,D. Figure 6E,F shows the corre-
sponding monomers, where it becomes clear that the
main part of the C-terminal domain, which can be
deleted without any loss of functionality, is located
outside of the lattice plane and is not part of any
distinct overlaps. However, the deletion of this

separate domain leads to a clear change in the mono-
mer structure, which might very well explain the
change in lattice symmetry, where a p4 symmetry
demands a more complicated and flexible monomeric
structure than a p1 symmetry. Apparently, the further
truncation of parts of the protein, which are located
inside the plane, leads to a loss of functionality. Inter-
estingly, the electron density contrast, as determined
by SAXS (Figure 4D,E), gives very low scattering sites at
exactly these locations, which leads to the hypothesis
that this part is involved in essential interactions in the
tetramer. The most investigated and successfully used

Figure 5. Enlarged view of the central region of one tetra-
mer: (A) inner surface, which is mainly positively charged in
the central region; (B) outer surface exhibiting mainly
negatively charged amino acids. Pink beads, positively
charged amino acids; blue beads, negatively charged amino
acids.

Figure 6. Analysis of the resulting structural model of the
SbpA unit cell. The tetramer is compared to experimentally
investigated truncated recombinant forms of the protein.
(A,B) Blue beads represent the last 237 C-terminal amino
acids. The deletion of the blue part leads to a change of the
lattice symmetry from p4 to p1.27 (E) Corresponding
monomer. (C,D) Further deletion of 113 amino acids (blue
part) leads to a loss of functionality. The proteins are not
able to self-assemble anymore. (F) Corresponding mono-
mer. The tetrameric structure shows clearly that the
C-terminal part that is not located in the plane of the lattice
can be deleted without any loss of function. If additional
parts in the plane of the unit cell are deleted, themonomers
are not able to form the tetramer. (G,H) Unit cell made up of
a recombinant form of the monomer that lacks the last 170
amino acids (rSbpA1068). This form of the protein has been
extensively studied for applications as fusion partner for
various molecules. It was reported that this recombinant
form is better accessible than other truncated for-
ms.17,20-22,31 The cartoons clearly show that the C-terminal
part, which is located out of the plane of the unit cell, is
deleted, which smoothes the surface and makes the tetra-
mer better accessible.
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S-layer fusion protein contains a C-terminally truncated
form, which maintained the residues 1-1068, where it
was reported that this recombinant protein provides a
highly accessible fusion partner.17,20-22,31 Figure 6G,H
shows this recombinant protein as part of a unit cell,
where the blue part represents the truncated domain.
The better accessibility of the fusedmolecule might be
explained by the smoothening of the outer surface
through deletion of the C-terminal part, which is
located outside of the lattice plane and therefore
sticking out of the unit cell.

CONCLUSIONS

In summary, we have demonstrated the successful
combination of in silico and experimental methods to
calculate the three-dimensional structure of an S-layer
lattice, which will pave the way for the directed bot-
tom-up design of nanoscale structures based on
S-layer proteins. On the basis of an atomistic model
calculated using molecular dynamics simulations and
molecular modeling, the unit cell was modeled by
combining the monomer structure and three-dimen-
sional density distribution data as obtained from tilting
studies using electron microscopy. The resulting unit
cell was equilibrated again by molecular dynamics
simulations and subsequently used to fit small-angle
X-ray scattering intensity data of self-assemblies and
monomers in solution. Interestingly, the calculated
scattering clusters, which represent high electron den-
sity contrasts, are located at domains of the monomer
that are not part of significant interactions in the
tetrameric model, which shows that electron density
contrasts are diminished;at least at a resolution
achieved by SAXS;if interactions take place. This
consistency between the SAXS results and the simu-

lated unit cell structure regarding overlapping parts
strongly substantiates the structural model of the unit
cell. Furthermore, the SAXS results of the monomeric
sample indicate that the proteins are not fully struc-
tured in their monomeric state. The hypothesis of the
importance of conformational transformations guiding
the S-layer self-assembly has been also recently pro-
posed by Chung et al.12 and legitimizes our approach
to base the calculation of the tetrameric unit cell on an
intermediatemonomeric structure. The resulting struc-
tural model shows an anisotropy regarding the charge
distribution in the center of the tetramer, which has
been seen experimentally before. We explained the
structure of a tetramer based on truncated recombi-
nant forms of the S-layer protein that have been
investigated experimentally andused for nanobiotech-
nological applications to better understand the beha-
vior of these forms when assembled into S-layer
lattices. The presented structure of an S-layer unit cell
can serve as a basis for the specific and directed
binding of various molecules. So far, the usage of
S-layers as building blocks was somehow based on a
trial and error approach due to the lack of structural
details. The exact location of N- and C-terminal do-
mains in the unit cell, the charge distribution on the
inner and outer central region of the S-layer lattice, as
well as the altered surface architecture due to the
truncation of monomers will help to better understand
the behavior of nanostructures based on S-layers and
to specifically alter certain parts of the S-layer lattice for
the production of nanostructures with different beha-
vior and various architectures. Together with already
available experimental data of S-layer proteins, this
approach opens the path to determining locations,
type, and distribution of amino acids in the S-layer
lattice.

METHODS
Protein Preparation. The S-layer protein SbpA from Bacillus

sphaericus CCM2177 was isolated by default as previously
described.33 After the cell wall preparation, the proteins were
extracted with 5 M guanidine hydrochloride (pH 7.2) at room
temperature for 30 min. Afterward, the cell wall fragments were
removed by centrifugation (30 000 rpm, 60 min, 8"C). The
supernatant containing the proteins was dialyzed against
10 mM CaCl2 for 2 h at pH 5.9. The dialyzed sample, which
contains self-assemblies of SbpA, was used for the SAXS mea-
surements. For the TEMmeasurements, one drop of the protein
sample was adsorbed on a grid and negatively stained as
previously described.34 A monomer solution was obtained by
centrifuging for 30 min at 8 "C and 30 000 rpm.

Molecular Modeling. The S-layer protein SbpA was modeled
using different bioinformatics tools and molecular dynamics
simulations. Sequence homology searches were performed
using BLAST35 at www.ncbi.nlm.nih.gov/BLAST, where homo-
logies could be found to other S-layer proteins, especially
regarding the S-layer homology domains (SLH domains at the
N-terminus). Additionally, we found homologies to RTX toxins

and related Ca2þ-binding proteins. The S-layer protein SbpA
needs bivalent cations to self-assemble in solution into the
typical two-dimensional sheets, which might explain structural
homologies to Ca2þ-binding proteins. We also found homo-
logies to Ig-like proteins, which characteristically contain β-
sheet structures and to fibronectin type III domains. A compar-
ison of the SbpA sequence with these structural homologues
resulted in 26% identity to the S-layer protein SbsB, which has
been modeled in our previous work,14 34% identity to an Ig-like
protein, 25% to RTX toxins and the related Ca2þ-binding
protein, 32% to a fibronectin type III domain, and 42% identity
to the SLH domain of the S-layer protein of Bacillus cereus.
Secondary structure predictions were made using PSIPRED36

available at www.psipred.net/psiform.html, DOMPRED37 at
http://bioinfadmin.cs.ucl.ac.uk/dompred, and GOR438 at
http://pbil.ibcp.fr/htm/index.php. All three algorithms predict
mainly R-helices for the N-terminal region and β-sheets for the
rest of the protein, which is a common structural motive for
S-layer proteins. Finally, we performed domain predictions
using CDART39 available at www.ncbi.nlm.nih.gov/Structure/
lexington/lexington.cgi and Pfam40 at http://pfam.sanger.ac.uk.
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Both algorithms predicted three SLH domains at the N-termi-
nus of the protein. Pfam additionally predicted two Ig-like
domains and CDART two fibronectin type III domains. On the
basis of all these predictions and the information of the self-
assembly behavior of truncated forms of the protein, we
defined seven structurally meaningful domains: three SLH
domains, one Ca2þ-binding domain, three Ig-like or fibronec-
tin type III domains. The molecular dynamic simulations were
performed using LAMMPS,41 which is distributed by the Sandia
National Laboratories and free to download at http://lammps.
sandia.gov. All simulations were computed at the SUN cluster
Phoenix at phoenix.zserv.tuwien.ac.at. Visualizations were done
using the PyMOL Molecular Graphics System, Version 1.2r3pre,
Schrodinger, LLC.

Transmission Electron Microscopy. Tilt series were performed
using a Philips transmission electron microscope CM12 oper-
ated at 80 kV. The tilt rangewas(60". For the three-dimensional
image reconstruction, we used a software package from
Caldiris: CRISP 2.1.a (to edit tilted electron micrographs and
perform FFT (fast Fourier transformation)), TriMerge 1.6.a (to
reconstruct the three-dimensional density based on Fourier
transforms of electron micrographs and to perform the inverse
Fourier transform29), and TriView 1.3 (to visualize three-dimen-
sional density data). All in all, we performed six tilt series in 5 and
10" steps at a magnification of 37 000.

Small-Angle X-ray Scattering. Small-angle X-ray scattering
(SAXS) was performed with Cu KR radiation from a rotating
anode generator (Nanostar, BRUKER AXS, Karlsruhe, Germany)
equipped with a pinhole camera and an area detector (VANTEC
2000 from BRUKER AXS). The sample containing self-assembled
SbpA proteins was put into capillaries with 1 mm diameter and
10 μm wall thickness (from Hilgenberg) and then sealed with
polymeric caps, as the whole equipment operates in vacuum.
The SAXS intensity patterns were taken at a sample to detector
distance of 109 cm for 6 h. They were corrected for background
scattering and then radially averaged to obtain the function I(q),
where q = (4π/λ)sin θ is the scattering vector, 2θ the angle
between incident and diffracted beam, and λ = 0.1542 nm the
X-ray wavelength. The scattering intensities were normalized to
each other in the q range between 2 and 2.5 nm-1. In this
region, the scattering intensity is flat and dominated mainly by
fluid scattering and an additional smaller contribution from the
glass capillary. The scattering intensity from the solution with-
out protein was then subtracted from the solution with protein.
We cross-checked that this is consistent with the measured
transmission of each sample.

For the analysis of the scattering data, I(Q), we adapt our
theory that we have recently formulated to access protein self-
assemblies.15We follow the Green's approach and give the local
density distribution of all proteins in solution by

F (F(ζ))[Q] ¼ I(Q) ¼ F
Z ¥

R

Z ¥

R
G(u0 - u00)F(1)(u00)du00

! " 

(1- βw(ζ- u0)Þdu0
!

[Q] (2)

For the Green's function, we assume G(u0 - u0 0) = δ(u0 - u0 0),
where this gives a possible solution of the wave equation.
Therein the local density distribution of a single protein is given
by F(1)(ζ), where protein-protein interactions are approxi-
mated by (1-βw(ζ - u0)). This approximation is exact for
hard-core potentials. In reciprocal space, the complex convolu-
tion given in eq 2 simplifies to I(Q) = Ĝ(Q)ŵ(Q)(1)(Q). Conse-
quently, we calculate the structure factor of the entire system
based on the form factor of the protein F(1)(Q), which represents
the intramean potential of one monomer.15

We anticipate that the proteins self-assemble in a nanodisk-
like manner.15 Furthermore, we assume that the nanodisks
interact only by hard-core potentials. Thenw(ζ) = δ(ζ2- H2)Θ(ζ
- R) =

R
π(Ri)δ(ζ

2- H2)δ(ζ- Ri)dRi, with H being the disk height
and R the disk radius. In contrast to our previous work,15 we
introduce a radial distribution function π(Ri). If there is no disk
radius favored over the other, this probability function may be
set to 1. However, we now assume that large disks, that is, disks
of a radius R. contributemost. Thuswe setπ(Ri) = δ(ζ- R.) and

give the protein structure factor by

F (F(ζ))[Q]=F̂ (1)(Q) ¼ -
Z 1

0
d(cos θ)f (cos θ)δ̂ )(QR cos θ)

δ̂^(HQ sin θ)δ̂ )(QR. cos θ) (3)

Therein δ̂^, )(...) = JD^, )/2-1(...) (...)
D^, )/2-1 indicates the fractal

Fourier transform of the respective δ^, ) functions.
We emphasize that f(cos θ) may be argued as a summation

of all possible orientations of the nanodisk with respect to the
scattering vector. We now introduce a partition function in
terms of the system's mean potential w(ζ,ζ0), with the system
coordinates ζ and an arbitrary linear reaction coordinate
ζ0 .42-44 The partition function may be given by Π(ζ0) =
Æexp(-βw(ζ,ζ0))æζ. An equivalent formulation is

ΔΠ ¼ - β- 1
Z 0

-¥
dζ0Dζ0 w(ζ, ζ0)exp(- βw(ζ, ζ0Þ

# $% &

ζ
(4)

with β = 1/kBT. In the literature, this approach is described as λ-
integration42,45 or mean force method.46 To change the inte-
gration boundaries, we introduce a coordinate transformation
ξ0 = exp(-λ) and rewrite eq 4 by

ΔΠ ¼ - β- 1
Z 1

0
dλDλexp(- β(w(ζ, λ)- β- 1lnjJjλ))

% &

ζ
(5)

The Jacobi determinant is essential for the calculation of the
mean force,43 and here it is exp(λ). If we compare eq 2 and eq 5,
it is straightforward that f(cos θ), which equals-β∂cos θw(cos θ),
is rather a mean force than a distribution of the orientation of
the nanodisks, given by cos θ. If we aim for the particular
distribution function, we have to calculate the Boltzmann
weighted mean potential: Δπ(cos θ) = exp(-βw(cos θ)).47

We now simplify eq 5 taking into account tan θ = H/Q:

F (F(ζ))[Q]=F̂ (1)(Q) ¼
Z 1

0
d(cos θ)(Dcos θw(cos θ)- 1)

δ̂(QR cos θ)δ̂^(H
2 cos θ)δ̂ )(QR. cos θ) (6)

Finally do note that the term R. cos θ may as well be
interpreted as particular distances ζ that the proteins comprise
when forming self-assemblies.
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Figure S1: Detailed view of Fig.3. Open circles give scattering intensities divided by the form
factor I(Q)/P(Q). The red line is the fit curve from Eq.(1), which equals the structure factor as
a function of the scattering vector Q. The corresponding Bragg peaks are indicated. The large
number of additional small reflections is probably due to distortions close to the boundaries of the
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The molecular mechanisms guiding the self-assembly of proteins into functional or pathogenic large-

scale structures can be only understood by studying the correlation between the structural details of

the monomer and the eventual mesoscopic morphologies. Among the myriad structural details of

protein monomers and their manifestations in the self-assembled morphologies, we seek to iden-

tify the most crucial set of structural features necessary for the spontaneous selection of desired

morphologies. Using a combination of the structural information and a Monte Carlo method with a

coarse-grained model, we have studied the functional protein self-assembly into S(surface)-layers,

which constitute the crystallized outer most cell envelope of a great variety of bacterial cells. We

discover that only few and mainly hydrophobic amino acids, located on the surface of the monomer,

are responsible for the formation of a highly ordered anisotropic protein lattice. The coarse-grained

model presented here reproduces accurately many experimentally observed features including the

pore formation, chemical description of the pore structure, location of specific amino acid residues at

the protein–protein interfaces, and surface accessibility of specific amino acid residues. In addition to

elucidating the molecular mechanisms and explaining experimental findings in the S-layer assembly,

the present work offers a tool, which is chemical enough to capture details of primary sequences and

coarse-grained enough to explore morphological structures with thousands of protein monomers, to

promulgate design rules for spontaneous formation of specific protein assemblies. © 2011 American
Institute of Physics. [doi:10.1063/1.3565457]

I. INTRODUCTION

Self-assembly is one of nature’s strategies to orga-

nize matter on a large scale and thereby create order from

disorder.1–3 The process is ubiquitous for a great variety of

biological molecules, such as lipids,4, 5 DNA,6 polymers,7, 8

self-assembled monolayers,9 and viruses,10 and understand-

ing the driving forces behind this process is one of the cen-

tral challenges in biological physics.11 Proteins, however, tend

to stay soluble in solution or aggregate into various struc-

tures rather than self-assemble into defined patterns. This

is because of their complex structure exhibiting different

conformations and a close-knit relationship between struc-

ture and function. Aggregation into three-dimensional com-

posites thus generally leads to a loss of functionality.12, 13

However, S(surface)-layer proteins represent a remarkable

exception to this general trend.14 Another exception is the

formation of essentially one-dimensional fibers from amy-

loidogenic proteins.15 The S-layer proteins crystallize into

monomolecular arrays on the cell surface of a great variety

of bacterial and all archaeal cells thereby providing the outer-

most cell envelope (S-layer). The crystallization of this kind

of proteins then facilitates their function rather than forming a

a)Author to whom correspondence should be addressed. Electronic mail:
muthu@polysci.umass.edu.

nonfunctional state as is the case for most of the ill-aggregated

complex proteins. The self-assembly process is also remark-

ably robust with the protein monomers forming patterns

with defined lattice symmetries not only in their natural

environment but also in solution and on a variety of surfaces

and interfaces, which makes them an interesting object for

the investigation of the design of biomolecular self-assembly

processes that do not lead to aggregation.16

There has been a wide range of studies over the past

few decades in order to investigate the genetics, structure,

function, and nanotechnological applications of S-layer pro-

teins. While this has provided considerable insight into the

structure–function relationship of several S-layer proteins,

a fundamental understanding of the molecular mechanisms

guiding the self-assembly process has been elusive. Recent

studies on the crystallization of an S-layer protein, which self-

assembles into structures exhibiting lattices with a p4 sym-

metry, have given an insight into the kinetics and pathways of

the S-layer self-assembly on surfaces. This work was based

on high-resolution atomic force microscopy in combination

with computer simulations.17,18 However, only recently, a

combination of simulation and experimental techniques has

enabled the determination of an atomistic structural model

of one particular S-layer protein,19,20 SbsB from Geobacil-
lus stearothermophilus pV71/p2, which assembles into two-

dimensional sheets in solution exhibiting a lattice with one

0021-9606/2011/134(12)/125103/11/$30.00 © 2011 American Institute of Physics134, 125103-1
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monomer per unit cell (p1 symmetry).21 This structural model

provides now the opportunity to investigate the specific

interactions between protein monomers that lead to self-

assembly as opposed to aggregation in solution.

Coarse-grained modeling of proteins has become an

important tool to address various questions regarding their

structure and function. Depending on the lengthscale of

interest, different strategies of coarse-graining have been

implemented.22–24 Further, depending on the questions that

are of interest, these models can then be simulated using ei-

ther Monte Carlo25 or Langevin dynamics26–28 to investigate

the properties of the system. In a recent study,29 we have in-

vestigated the kinetics of amyloid fibrillization by combin-

ing a coarse-grained model of folded polypeptides and the

lattice Monte Carlo method. The results obtained by this

modeling methodology are in remarkable agreement with

all phenomenological results. Propelled by this advance, we

present here an analogous coarse-grained model for the as-

sembly of S-layer proteins.

In the present study, we use a coarse-graining strategy

in which every amino acid is represented by a single coarse-

grained bead placed at the center of mass of the α-carbon and

the side chain. We use off-lattice Monte Carlo simulations of

this coarse-grained model to determine the interaction ener-

gies for a pair of monomers in terms of their relative orienta-

tion and separation distance. Using these energies as an input,

we adopt the method of Ref. 29 to elucidate the molecular

mechanisms leading to the lattice formation and to follow the

kinetics of morphological assembly from hundreds of protein

molecules. Our simulations afford an amino acid level under-

standing of the interactions between monomers and enable us

to identify the essential residues required for self-assembly.

At a broader level, the simulations also offer valuable insight

into the role of specific interactions, such as hydrophobic or

electrostatic interactions in the overall self-assembly process

which might be applicable in a wider context.

The simulation results are in excellent agreement with

known experimental results, while additionally offering the

opportunity for predicting the behavior of possible recom-

binant proteins and different features of the self-assembly

process in different environmental conditions. Our results

demonstrate the important role that simple techniques, such

as Monte Carlo simulations can play in understanding the

complex phenomenon of protein–protein interactions. To the

best of our knowledge this is the first theoretical study of

the self-assembly processes leading to S-layers in solution

based on atomistic structural details of one S-layer protein.

This example might help to better understand the aspects of

protein–protein interactions that are critically required for

the formation of well-defined functional morphologies in

solution.

II. MODEL AND SIMULATION METHOD

The modeling of the formation of a crystalline two-

dimensional lattice from hundreds of protein monomers is

carried out in three stages. In the first stage, a coarse-grained

model of a monomer is generated from the atomistic details

of all amino acid residues of the monomer. In this united-

atom coarse-grained model for the monomer, the polymer

sequence and charge decoration on the amino acid residues,

and their structural correlation with the tertiary structure are

maintained. In the second stage, two such monomers are

allowed to undergo rotation and translation, relative to each

other, and the pairwise interaction energy was computed as a

function of rotational and translational degrees freedom using

a continuum Monte Carlo method. Only a couple of con-

figurations of dimers dominate the energy landscape among

numerous possibilities allowed by rotations and proximity. In

the third stage, these two configurations and their energies are

taken as an input in a lattice Monte Carlo method to follow

the kinetics and morphology of spontaneously assembling

structures from hundreds of the coarse-grained protein

monomers. This three-stage multiscale simulation protocol

allows the modeling of self-assembly from a collection of

large numbers of protein monomers and at the same time

maintaining the details related to the sequence and charge

decoration of the protein monomer. The above mentioned

three stages are described below.

A. Coarse-grained model

The coarse-grained model used in this work is based

on the atomistic structure that we recently determined using

ab initio molecular dynamic simulations19 and small angle

x-ray scattering.20 The protein monomer is made up of 920

amino acid residues. Figure 1(a) shows the surface structure

of the protein. The S-layer protein is L-shaped, and contains

an N-terminal alpha-helical part that is responsible for an-

choring the protein to the cell surface [Fig. 1(a) red part],

a C-terminal part that contains mainly beta-sheet structures

[Fig. 1(a) blue part], and an unfolded part that links the two

domains of the protein. The L-shaped form as well as the

architecture of the surface accessible amino acids are sup-

posed to be mainly responsible for the way these proteins self-

assemble.

N-terminal region

C-terminal region

(a) (b)

FIG. 1. S-layer protein SbsB from Geobacillus stearothermophilus pV72/p2.

(a) Surface of an atomistic model calculated by molecular dynamics simu-

lations (Ref. 19). The N-terminal region, which anchors the protein on the

cell surface, is colored in red and the C-terminal region in blue. (b) Coarse-

grained model used for the calculation of the self-assembly process. Each

amino acid residue is represented by one bead of 0.65 nm diameter, which is

located in the center of mass of the Cα and the side chain. Negatively charged

beads are colored in red and positively charged beads are colored in blue. The

protein is treated as a rigid body.
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In order to model this protein, we represent every amino

acid residue by a single coarse-grained bead placed at the

center of mass of the α-carbon and the side chain, as shown in

Fig. 1(b). This scheme thus preserves some information of the

specific location of the side chain of the particular amino acid,

and produces a faithful structural replica of the original pro-

tein. The folded protein monomer is treated as a rigid object,

motivated by experimental observations that showed that the

tertiary structure of the protein remains stable and is the same

for monomers in solution as in self-assembled sheets.20 We

also account for the charges of the amino acid side chains,

thus enabling us to study the effects of electrostatic interac-

tions in the self-assembly process.

B. Dimer simulations

In order to determine the interprotein interaction en-

ergies, we performed off-lattice Monte Carlo simulations

with two protein monomers. The two monomers were ran-

domly placed inside a simulation box with hard walls, tak-

ing care only to ensure that the monomers did not over-

lap with each other. The interaction potential between the

two monomers was initially taken as a sum of two contribu-

tions, a modified Miyazawa–Jernigan (MJ) contact potential,

Ucontact (Ref. 30) and an electrostatic energy term Uelectrostatic

that accounts for the interactions between charged amino

acids.

The MJ contact potential was developed to accurately

model the interaction between amino acids based on a

knowledge-based statistical analysis of known proteins in the

protein database. These potentials have been shown to accu-

rately capture the behavior of interacting amino acids in dif-

ferent situations.30,31 In the original form, every pair {i j} of

amino acids is assigned a contact energy denoted by Mi j (in

units of kBT ), which is defined as the energy difference ac-

companying the formation of contacts between i and j types

of amino acids from those amino acids exposed to the sol-

vent. Thus, the contact energy is given by Mi j if the two

amino acids are closer than some threshold distance, and is

zero if they are larger than this threshold. However, physi-

cally, since a complex amino acid residue is represented by

a single coarse-grained bead, there is no sharp boundary re-

gion for the bead, and to model this effect, we softened this

contact potential by a sigmoidal function (Si j ) over an interac-

tion range defined by a lower bound (rLB) and an upper bound

(rUB). The contact potential can then be written as the product

of two terms,

Ucontact =
∑

i∈A

∑

j∈B

Mi j Si j , (1)

where the sum runs over all possible amino acid pairs be-

tween the two monomers A and B. The sigmoidal func-

tion Si j is defined such that the potential varies smoothly

between Mi j at the lower bound and zero at the upper

bound,

Si j =
(

1

1 + eri j
− 1

1 + erUB

) /(
1

1 + erLB
− 1

1 + erUB

)
.

(2)

In our simulations, the lower cutoff was chosen to be rLB

= 0.65 nm. This was chosen as an optimum value since

smaller values resulted in unphysical highly interpenetrating

conformations, whereas larger values did not yield any sta-

ble ground state conformations. This lower cutoff can also

be interpreted as the radius of the coarse-grained bead. For

the upper cutoff, a value of rUB = 0.9 nm was chosen to en-

sure conformity with previous work on coarse-grained models

of proteins.28 This softening of the potential is not expected

to significantly alter the results,30 but was nevertheless intro-

duced to take into account the coarse-grained nature of the

amino acid residues in our model. The MJ values for the con-

tact potential were chosen after a comparison with alternative

formulations of the contact energies by Thomas and Dill.32

Their classification of amino acids in 3, 5, 10, and 20 groups

was tested. It was found that for our protein, only the MJ val-

ues for the potential led to stable dimer conformations in the

simulations.

For the electrostatic interaction, we used the Debye-

Hückel potential (in units of kBT ):

Uelectrostatic =
∑

i∈A

∑

j∈B

qiq j"B exp(−ri j/κ)

ri j
, (3)

where κ = 1 nm is the Debye length and "B = 1 nm is the

Bjerrum length, corresponding to the dielectric constant of 56

for the ambient solution. The choice of this value for the di-

electric constant is simply to take "B and κ as 1 nm. A slight

variation in the value of "B is not expected to change the phys-

ical conclusions described below. The charges on the individ-

ual amino acid residues are denoted by qi (±1 or 0), and are

taken to be their standard charges at physiological pH, relative

to the individual pKa values of the residues.33 For the purpose

of our simulations, the histidine residues in the monomer se-

quence were taken to be positively charged.

Using these two potential terms, we then simulated two

protein monomers to obtain the minimum energy conforma-

tions. The two monomers were placed in a simulation box

of size 8L , where L # 227 nm is the typical size of the pro-

tein, defined as the length of the space diagonal for the mini-

mal rectangular cuboid that can contain the protein monomer.

It was ensured that the monomers did not overlap with each

other in the initial configuration. We then performed a stan-

dard Metropolis Monte Carlo simulation.34 A trial move for

the simulation consists of a combination of rotation and trans-

lation moves. A translation move involves shifting all the

amino acid residues in the monomer by a randomly chosen

displacement, with a maximum value of the displacement

being given by 0.1L , to ensure that the two monomers did

not undergo large translations in a single move. A rotation

move consists of randomly choosing a set of Euler angles

(ψ, θ,φ), where ψ,φ ∈ [−π,π] and θ ∈ [−π/2,π/2]. The

whole monomer is then rotated in accordance with the ro-

tation matrix defined by these Euler angles R(ψ, θ,φ). The

trial move is considered valid if no amino acid residues over-

lap with any other in the resultant conformation, and if both

the monomers lie within the simulation box. A valid move is

then accepted or rejected according to the standard Metropolis

rules.
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(a)

(d) (e)

(b) (c)

FIG. 2. Monte Carlo simulation of the interaction of two monomers resulting in two stable dimer conformations. (a, b) Hook conformation: one monomer is

hooked to the other one by its N-terminus along the x-direction. (c) Parallel conformation: The two monomers associate along the y-direction and form a charged

hydrophilic pore. (d, e) Sample contact energy profiles. (d) The stable energy minimum at −14.5kB T corresponds to the hook conformation. (e) The stable

energy minimum at −13.8kB T corresponds to the parallel conformation. In these simulations, the amino acid residues were assigned their standard charges at

physiological pH with histidine taken to be positively charged. Insets: Dimer conformations are represented by unit cubes (as a mnemonic representation) to

be used in the lattice Monte Carlo simulation of the large-scale assembly process. These are provided to explain the transition from the off-lattice Monte Carlo

scheme for two monomers to the lattice Monte Carlo scheme for simulating hundreds of monomers. Blue colored faces represent the interaction directions.

As described in the next section, we found that there

were two minimal energy conformations for the dimers (see

Sec. III A and Fig. 2). In addition, we also observed a

third highly interpenetrating conformation, in which the two

monomers lie almost on top of each other, but are slightly dis-

placed, ensuring that the self-avoidance constraint of the indi-

vidual amino acid beads is satisfied. This is clearly an unphys-

ical conformation, which arises due to the coarse-grained na-

ture of the model where we replace spatially extended amino

acid side-chains by a finite bead, which leaves spurious empty

spaces where another monomer can penetrate. Interestingly,

it was observed that in all these minimum energy conforma-

tions, the two monomers lie in the same plane with the same

orientation. It thus appeared that rotation moves were not im-

portant in determining the ground state conformations for our

particular protein. As a result, in all subsequent runs, a trial

move was taken to consist of a simple random translation,

which considerably decreases the running time of our simula-

tions, since scanning the general phase space of all rotational

angles is unnecessarily expensive in computational time.

In order to exclude the unphysical interpenetrating con-

formation described above, we introduce an additional cutoff

term, Ucutoff, which specifies the minimum approach distance

between the centers of mass of the two monomers. The form

of this term is considerably simplified by virtue of the fact

that the minimum energy conformations were found to lie in

a plane, and hence the effect of rotations is not important,

allowing us to use a single value of the cutoff parameter to

exclude highly overlapping conformations. This effect is then

modeled by

Ucutoff =
{

0 r A
C M − r B

C M > ηL

∞ r A
C M − r B

C M < ηL
, (4)

where, r (A,B)
C M denotes the center of masses of the two

monomers and η is the cutoff parameter. Multiple trial runs

were performed using different values of η, and we chose the

minimum value which did not result in the unphysical third

state (described above) as one of the ground state conforma-

tions. This threshold is given by η = 0.15 in our simulations.

Our final potential energy is then given by a sum of these

three terms,

Utotal = Ucontact + Uelectrostatic + Ucutoff, (5)
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where the monomers are assumed to undergo only transla-

tion moves (as rotations are found to be irrelevant for the

energy minima for a pair of monomers studied here). The

ground state conformations of the dimer system were then ob-

tained using this potential via the standard Metropolis Monte

Carlo algorithm. Indeed, the energies of the stable states of

the dimer are the same as the results without the cutoff and

fully allowed rotations of the monomers.

C. Lattice Monte Carlo

In order to gain an insight into the kinetics of the growth

process and the morphology of the final assembled struc-

tures, we also performed a lattice Monte Carlo using the re-

sults of the dimer simulation. The detailed off-lattice dimer

simulations revealed that there are two ground state confor-

mations that are dominant, and in these conformations, the

two monomers lie in the same plane and with the same ori-

entation. Then, given that rotations were not significant for

the interaction among monomers for this protein, we use a

mnemonic representation, whereby the protein monomers are

represented as cubes, randomly distributed in a cubic lattice

which constitutes the simulation box. This is only a mapping

for computational ease, and maintains the off-lattice pairwise

interaction energies of the states with energy minima. The in-

teraction energies are extracted from the dimer simulations

as the ground state energies, and in the lattice simulations

these are assigned according to the direction of interaction

of the two monomers. This is explicitly shown in the insets

of Figs. 2(d) and 2(e), where the blue faces represent the in-

teraction directions corresponding to the two ground states

(as discussed below in Sec. III). A trial move then consists

of selecting a monomer at random and displacing it to a ran-

dom position on the cubic lattice. The trial move is considered

valid if the attempted new position is unoccupied. If in the

new position, the monomer is a neighbor to another monomer,

whether in isolation or as a part of a cluster, it is assigned an

interaction energy depending on which two faces are in con-

tact. The values of these different interaction energies are ob-

tained as an input from the dimer simulations, as mentioned

above. The trial move is then accepted or rejected according

to the standard Metropolis rules. The moves are only the near-

est neighbor motions, where the self-assembled structures are

not allowed to make concerted moves. For the lattice Monte

Carlo, we have taken the simulation box to be a cube of linear

size 50 in units of the size of each monomer.

We have performed two sets of lattice Monte Carlo simu-

lations for a given protein concentration. In the first, a seed is

placed at the center of the simulation box, and the monomers

are allowed to adhere only to the seed and its continuously

growing growth surfaces with the pairwise interaction ener-

gies as obtained above. Here, there is only one growing clus-

ter and there is a continuous depletion of the monomers from

the solution without any competition from any other grow-

ing cluster (as this is deliberately suppressed in the first set of

simulations). We have monitored the growth rate as a function

of protein concentration. In the second set, there are no seeds,

and the monomers adhere to each other to form multiple clus-

ters which then coarsen among themselves competitively. We

have monitored the time evolution of cluster size distributions

in the second set of simulations.

III. RESULTS AND DISCUSSION

A. Interaction of two monomers

The S-layer protein under investigation typically assem-

bles into two-dimensional sheets in aqueous solutions, with

the monomers arranged in a p1 lattice symmetry.21 To ana-

lyze possible conformations between protein monomers that

finally lead to the two-dimensional sheets, we first simulated

the interaction between two monomers. In addition to estab-

lishing the primary stable conformations of a pair of inter-

acting monomers, we have monitored the relative weights of

hydrophobic and electrostatic interactions by deliberate ma-

nipulation of charges on the amino acid residues. Further-

more, we have also investigated the role of different segments

of the primary sequence of the monomer in determining the

most stable conformations of the dimer by, for example, cut-

ting out a segment in the N-terminus of the monomer.

The off-lattice Monte Carlo simulations show the pres-

ence of two dominant ground state conformations (Fig. 2).

In the first conformation [Figs. 2(a) and 2(b)] the proteins

are hooked into each other and in the second conformation

[Fig. 2(c)] the monomers are arranged parallel to each other

while establishing a pore. As marked in Fig. 2, we assign the x
and y directions to correspond to the direction of hooking and

the direction of parallel arrangement, respectively. Two typi-

cal contact energy plots are given in Figs. 2(d) and 2(e). The

energy minimum in Fig. 2(d) corresponds to the hooked con-

formation, and the one in Fig. 2(e) corresponds to the parallel

state. As explained in Sec. II, the insets in Figs. 2(d) and 2(e)

denote, respectively, the most favorable approaches along the

x-axis and y-axis corresponding to the hooklike and parallel

conformations of the dimer.

In addition to the two ground states, the energy plots also

show the existence of many metastable states with higher con-

tact energy [Figs. 2(d) and 2(e)]. Some of these metastable

conformations are shown in detail in Fig. 3. Most conforma-

tions resemble the ground state conformations but are slightly

shifted toward x- or y-direction, suggesting that they may

play a role in further stabilizing the spontaneously formed

lattice toward its final minimum energy conformation. We

know from transmission electron microscopy studies in so-

lution as well as from atomic force microscopy investigations

on the S-layer formation on surfaces that these proteins do

not tend to form three-dimensional aggregates under appro-

priate conditions as is the case in our simulations. The self-

assembled sheets rather form patches with defined edges on

solid or lipid surfaces35,36 or various different structures like

sheets, cylinders, or tubes in solution.37 To investigate the

role of those metastable states in the process of the lattice

formation, future studies using replica exchange and other

simulation methods might be interesting to get information

about the underlying free energy landscape. However, for the

present work, these metastable states are not included in the

large-scale simulations as the main focus of our work lies
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FIG. 3. Metastable states as obtained from the dimer simulations with different contact energy values. Most conformations are similar to the hook or to the

parallel ground state, but slightly shifted in x- or y-direction.

on the structural details of the lattice in its minimum energy

state.

It has been shown experimentally that the N-terminal re-

gion of the protein, comprising up to 208 amino acid residues,

can be truncated without hindering the formation of the p1

lattice.38 In order to find whether our coarse-grained model

has the capacity to reproduce this experimental fact, we car-

ried out the dimer simulations of the coarse-grained model

without this N-terminal region, and indeed the ground state

conformations were the same as that found for simulations of

the entire protein. As a result, removal of the N-terminus with

208 amino acid residues is not detrimental to the assembly of

a layerlike structure.

Additionally, the form of our interaction potential al-

lows us to investigate separately the role of hydrophobic and

electrostatic interactions in the self-assembly process. To this

end, we performed simulations in which all amino acid side

chains were kept uncharged. Interestingly, this did not af-

fect the two ground state conformations obtained in the pres-

ence of electrostatic interactions. This result suggests that hy-

drophobic interactions are the dominant mechanism respon-

sible for the self-assembly of the proteins.39–41 Analysis of

the ground state conformations also suggests that it is the

amino acid residues on the surface of the monomer that are

responsible for the dimer formation. Further support for this

conjecture is provided by simulations performed with mod-

els with a second level of coarse-graining, where only hy-

drophobic amino acid side chains located on the surface of the

monomer were taken into account, which resulted in the same

two conformations for the ground state as the full protein.

This stripped coarse-grained model contains only 137 amino

acids. This small subset of necessary amino acid residues

then explains the robustness of the S-layer self-assembly

process with respect to genetic engineering and fusion

proteins.

Experimentally, it is also known that S-layer proteins

self-assemble in aqueous solutions independent of environ-

mental conditions, such as pH, temperature, and salt concen-

tration, which is necessary in order for them to carry out

their function in vivo. Although charged groups are present

on the surface of the monomers, our results show that the

hydrophobic interactions are much stronger than the elec-

trostatic interactions and only a few hydrophobic surface

sites are involved in the required protein–protein interactions.

This dominance of the hydrophobic interactions then presents

an explanation for the robustness of the assembly process

across the pH range, since this affects only the electrostatic

interactions, which do not play a crucial role in the layer

formation.

B. Large scale assembly

In order to investigate the growth kinetics of the large-

scale assembly of S-layer sheets, we performed lattice Monte

Carlo simulations using the energies of the two dominant

ground state interactions obtained from the dimer simulation.

The lattice simulations were performed in two ways. In order

to investigate the growth rate, we performed seeded growth

studies at different monomer concentrations. In these simula-

tions, one protein monomer, the seed, was held fixed in the

center of the simulation box, and the monomers are allowed

to interact with the ground state energies only if they are

part of the cluster which also comprises the seed monomer.

The simulations were started from a random initial config-

uration [Fig. 4(a)], and the final configuration is a single
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FIG. 4. Representation of the lattice Monte Carlo simulations of the large-scale self-assembly process. Energy values were taken from the interaction of two

monomers. Each protein is represented by a unit cube, which is only a mnemonic representation. (a) Initial configuration: cubes are randomly distributed in

the simulation box. (b) Single-seeded growth study. One monomer was kept fixed as the seed. Proteins interact with the seed resulting in a self-assembled two-

dimensional sheet. (c) Competitive growth study. No seed was introduced to the system. Multiple sheets start to grow during the initial period. (d) Magnified

view of the corresponding S-layer sheet using the coarse-grained model.

assembled sheet [Fig. 4(b)]. The number of monomers in

the growing cluster increases with time before it reaches the

saturation limit defined by the number of monomers in the

system. This growth curve is shown for three different con-

centrations of monomers in Fig. 5(a). The growth curves are

characterized by the absence of any lag time, which implies

spontaneous assembly into layers. The growth curves show

the typical features of a brief sigmoidal part for very short

times, a linear dependence for a substantial time duration,

and a saturation regime at very long times. The slope in the

linear regime is taken as the growth rate. For the monomer

concentrations c = 0.001, 0.0015, and 0.002 (corresponding

to 125, 187, and 250 protein monomers, respectively), the

growth rates are found to be 0.473 × 10−2, 0.765 × 10−2, and

1.18 × 10−2, respectively (in units of number of monomers

in the cluster per unit time). Thus, we have found that the

growth rate increases linearly with the concentration of the

monomer.

We have also studied the competitive growth of different

S-layer sheets in the general case when no seed is introduced

into the system. Sheets can now nucleate at random through-

out the system, and multiple sheets start to grow during the

initial period. It must be noted that we do not observe any

nucleation barrier for the present situation, unlike the situa-

tion with the amyloid fibrillization.29 As free monomers be-

come depleted from the system, the different sheets compete

with each other, and the growth of larger sheets takes place

at the expense of dissolution of the smaller sheets, through

the familiar Ostwald ripening or coarsening process. A sam-

ple configuration of such a system is shown in Fig. 4(c). We

have also studied the distribution of cluster sizes in this case,

and the distribution goes from a sharply peaked distribution

about unity (corresponding to the monomers) for short times

to a broader distribution peaked about a higher cluster size

at later times [Fig. 5(b)]. As an example, at the Monte Carlo

time of 106, the cluster size distribution is peaked at 6 with

a very long tail extending to the number of monomers inside

the lattice to be even more than 20. A decade of time later,

the cluster size distribution is still peaked at 6, but now there

are more clusters with higher number of monomers in them.

This is analogous to our previous study on amyloid growth.29

In the present study, we do not attempt to establish the time-

exponent for the coarsening kinetics,42 by relegating this to a

future report.

C. Morphology of the assembled sheet

Figure 6 shows the resulting lattice structure. The ar-

chitecture of the lattice exhibits identical pores with a di-

ameter of 3.25 nm, which is in good agreement with
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FIG. 5. Large-scale self-assembly. (a) Growth rate of the seeded cluster for

different monomer concentrations. (b) Number distribution of the cluster size

in the competitive growth case. The plots were smoothed using a Bezier

curve. The initial distribution at t = 1 is scaled down by a factor of 10.

experimentally determined values.21 The pores consist of

mainly hydrophilic residues (magnified view in Fig. 6: blue

beads), among which six are positively charged and three are

negatively charged. Altogether 24 residues contribute to the

pore. These residues are R100, V104, R187, G188, D189,

Q192, T332, S333, S334, and D335 of the first monomer

(mainly the N-terminal part), and S476, K478, A479, S480,

F481, V483, F485, D487, K490, R491, T492, F493, K746,

and L747 of the second monomer (mainly the C-terminal

part). These pores are responsible for the transport of ions and

other molecules into and out of the underlying cell, thereby

functioning as selective ion gates, both with respect to charge

as well as size, as has been experimentally determined.43 The

resulting lattice is 4.5 nm thick, which is consistent with ex-

perimentally measured values.21 The lattice parameters as de-

termined by small angle x-ray scattering and TEM experi-

ments are a = 9.9 nm, b = 7.6 nm, and γ = 81◦.21 Our sim-

ulations yield parameter values of a = 11.1 nm, b = 6.4 nm,

and γ = 88◦. This difference might arise due to the local con-

formational adaptivity of the monomers, which was not in-

cluded in this study. The parameters are in reasonable agree-

ment given the simple nature of our model.

The final morphology of the p1 lattice clearly shows that

the N-terminal region [Fig. 6(b) in red] and a large part of the

4.5 nm

inner surface (N-terminal region)

outer surface (C-terminal region)
(a)

(b)

FIG. 6. Morphology of the self-assembled S-layer lattice as obtained by lat-

tice Monte Carlo simulations. (a) Lattice made up of 16 protein monomers,

represented by the coarse-grained model. The highly ordered structure is ar-

ranged as a p1 lattice and exhibits pores of identical size and morphology. The

magnified view shows details of the pore. Hydrophilic residues are colored

in blue while hydrophobic residues are colored in red. The pore is mainly

hydrophilic with a net positive charge. Altogether 24 residues contribute to

the pore. (b) Cross section of the lattice. The lattice has a width of 4.5 nm.

The outer surface is composed of the C-terminal region (blue), the inner sur-

face (in vivo anchored to the cell membrane) is composed of the N-terminal

region (red). This architecture leads to the anisotropy of the lattice due to the

different charge composition of the two terminal regions.

C-terminal region [Fig. 6(b) in blue] extend out of the lattice

plane and are not directly involved in the interactions respon-

sible for the formation of the lattices. S-layer fusion proteins

have been produced by fusing the partner molecule to the N-

terminus of the protein.44,45 These recombinant proteins did

not lose their ability to self-assemble. The location of the N-

termini in the lattice explains this behavior, because possible

fusion partners do not disturb the necessary interactions di-

rectly.

The fact that both the N-terminal and the C-terminal re-

gions are separated from the lattice surface leads to an insight

about intersheet interactions. Based on the pK values33 of the

amino acid residues and the pH of the solution in which the

monomers assemble, different levels of stacking of layers can

be expected. Although the individual protein monomer has es-

sentially a zero net charge under physiological pH conditions,

the C-terminal region (300 aa) has a net negative charge (58

negatively charged and 26 positively charged residues) with

mainly hydrophilic residues, whereas the N-terminal region

(210 aa) has a very small net positive charge (28 positively

charged and 23 negatively charged) with mainly hydropho-

bic amino acids [Fig. 1(a)].35, 46–49 This anisotropy of charge

distributions gives an insight about the formation of bilayers

and even multilayers. The interactions between two layers in

solution can change depending on the pK values of the spe-

cific residues, and hence can affect the assembly along the

direction perpendicular to the sheets. Below a pH of 3.5, both

surfaces of the S-layer lattice are positively charged. This im-

plies that the individual S-layer lattices repel each other to

yield individual monolayers as the final assembled structure.

Conversely, at a pH ! 13, both surfaces of the lattice are neg-

atively charged, and again we expect monolayers. Near phys-

iological pH, all polar residues are fully charged, and hence
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C-terminus (20 aa)C-terminus (20 aa)

 hook conformation hook conformation

 parallel conformation parallel conformation

FIG. 7. Structural model of the S-layer protein SbsB. Amino acid residues

involved in interactions in the p1 lattice are colored in orange. Twenty

residues at the C-terminus are part of interactions as well as 35 residues near

the N-terminus, which are involved in the formation of the hook conforma-

tion. The mainly unfolded domain in the middle part of the protein is part

of the interactions required for the formation of the parallel dimer conforma-

tion. All orange colored residues are essential for establishing a stable lattice

structure.

the C-terminal face of the assembled lattice has a net negative

charge, while the N-terminal face has a net positive charge. In

this scenario, oppositely charged faces of individual lattices

attract each other, and the final structure is a multilayer of in-

dividual S-layer lattices. For pH ranges close to the pI of one

protein (pH ∼ 5), the inner surface of the lattice is nearly neu-

tral, while the outer surface is net negatively charged. In this

situation, the two neutral faces can come together to form bi-

layers. We therefore conjecture that the S-layer sheets will

assemble as monolayers in the very basic and very acidic

regimes, double layers close to the pI of the protein (5.2) and

multilayers close to the physiological pH (7.0).

In order to quantitatively estimate how many amino acid

residues are essential for the dimer formation, we define a

sphere of radius four times the bead size around every amino

acid residue. If any amino acid residue from the second

monomer lies within this “overlap sphere,” we defined the

two residues to be part of overlaps. The overlap criterion as

characterized by the radius of this sphere was determined as

the one which gave physically realistic answers for the over-

lapping amino acid residues. It was found that altogether 241

amino acid residues of one monomer are involved in over-

laps in the lattice, which corresponds to only 26% of the total

number of residues. Figure 7 shows all required amino acid

residues in detail (colored in orange). Analysis of the over-

lapping amino acid residues required for self-assembly shows

that the very end of the C-terminus is required for the stabil-

ity of the lattice structure (Fig. 7), which is in agreement with

experimental observations.44 This C-terminal region required

for self-assembly is composed of 20 amino acid residues, with

15 of these being hydrophobic, three positively charged, and

two negatively charged. This region plays a crucial role in

the formation of the parallel dimer conformation, and cannot

FIG. 8. Comparison of the calculated monomer and lattice structure with

experimental results addressing the accessibility of individual residues (Ref.

51). (a) Twenty three residues have been experimentally determined as be-

ing accessible in the monomer structure. In the calculated structure 19 out of

these 23 amino acids are located on the surface, which are colored in blue.

Four residues are not accessible in the simulated monomeric model, which

are represented by pink beads. (b) Residues that were experimentally deter-

mined to be part of intermolecular cross-links in the S-layer lattice are also

seen in our model as represented by green beads. (c) Out of the five residues

that were experimentally determined to be very accessible at the outer surface

of the lattice, four are given by our simulations as shown in blue color.

be truncated without loss of the ability to self-assemble cor-

rectly. The predominance of hydrophobic amino acid residues

(75%) in this interacting part supports the hypothesis of hy-

drophobic interactions being regarded as the driving force for

the self-assembly of S-layers. Thirty five amino acid residues

near the N-terminal region (outside the 208 residues which

can be deleted without affecting the self-assembly) and a part

in the middle of the protein (Fig. 7 orange amino acids) are

also essential parts of the interactions within the lattice by

providing hydrophobic side chains for the formation of the

two dimer ground states.

We also compared our lattice architecture with the re-

sults obtained by recent experimental studies addressing the

surface accessibility of amino acid side chains of this S-layer

lattice,50–53 which is shown in Fig. 8. In this study, single-

cysteine mutants of the protein were generated and then ana-

lyzed using the substituted cysteine accessibility method. Us-

ing this method, the experiments identified 23 residues that

were accessible in the monomer, which implies that they are

located on the surface of the monomer. In our coarse-grained

model, 19 out of these 23 amino acid residues were found

to be located on the surface [Fig. 8(a)]. The small discrep-

ancy can arise either due to minor errors in the original struc-

tural model, or because of the nature of the coarse-graining

strategy. Since the amino acid side chains are extended ob-

jects, some of these side chains might be accessible in the
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experiments, even though the center of masses of these amino

acids, corresponding to the position of our coarse grained

beads, can lie just underneath the surface. Nevertheless, the

success rate is appreciable, given the coarse-grained nature of

our model. Further, these 23 amino acid residues were subject

to a chemical cross-linking screen to identify their position in

the assembled lattice. It was found that five out of these 23

amino acids were very accessible on the outer surface of the

assembled S-layer lattice. In our simulations, we found that

four out of these five residues are located on the outer sur-

face [Fig. 8(c) blue beads], with the single residue that did

not match being a part of the original four (out of 23) amino

acid residues that did not match the surface accessibility data

of the monomer. Out of the remaining 18 residues that are not

on the outer surface of the assembled lattice, it was postulated

experimentally that four are located at the interface between

the interacting monomers in the lattice (intermolecular cross-

links). All four of these were found to lie at the interface in

our model also [Fig. 8(b) green beads]. These results demon-

strate that the correct location of amino acid side chains was

captured in the simple coarse-grained model of the protein,

and thus offers a simple strategy to identify surface-accessible

residues in the S-layer assemblies in place of extensive muta-

genesis and chemical cross-linking studies.

IV. CONCLUSIONS

Our simulations of the self-assembly process of S-layer

proteins using a coarse-grained model and Monte Carlo algo-

rithms reveal the molecular structure of an S-layer lattice and

the nonbonded interactions driving the self-assembly of these

proteins. Our results reproduce all of the essential features ob-

served experimentally: the anisotropy of the highly ordered

lattice structure, the presence of hydrophilic pores bearing a

net positive charge, the significant difference of the C- and

N-terminal regions regarding the stability and interactions in

the lattice, and the location of individual residues on the sur-

face or at the interface of the two-dimensional sheets.

The underlying molecular mechanisms leading to the

self-assembly of S-layer proteins are guided by the interac-

tion of only few hydrophobic amino acid residues located

on the surface of the proteins. The importance of hydropho-

bic interactions for the self-assembly of molecules is a well

known phenomenon for lipids, small peptides, and other sim-

ple inorganic molecules. Our simulations show that the same

basic principles also hold true for S-layer proteins, despite

being larger in size and much more complicated in their ter-

tiary structure, and can explain their self-assembly into func-

tional structures with a defined morphology. S-layer proteins

of different organisms differ enormously in their amino acid

sequence and do not show any significant sequence homology

to other protein classes. Nevertheless they all self-assemble

into a variety of different lattice structures, and it would be

interesting to study if the assembly in these proteins is also

guided by the same hydrophobic interactions, and hence ad-

here to these common design rules.

In addition, our work also has potential applications in

nanobiotechnology. Our analysis enables us to identify the es-

sential amino acid residues required for the lattice formation.

The rest of the sequence may be altered by introducing func-

tionalized groups for different applications. Thus, this pro-

vides a tool in designing recombinant proteins for structures

with desired features on the large scale by a specific variation

of the primary sequence.
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Surface layers (S-layers) represent an almost 
universal feature of archaeal cell envelopes 
and are probably the most abundant bacterial 
cell proteins. S-layers are monomolecular 
crystalline structures of single protein or 
glycoprotein monomers, which completely 
cover the cell surface during all stages of the 
cell growth cycle thereby performing their 
intrinsic function under a constant intra- and 
intermolecular mechanical stress. In gram 
positive bacteria the individual S-layer 
proteins are anchored by a specific binding 
mechanism to polysaccharides (secondary cell 
wall polymers) that are linked to the 
underlying peptidoglycan layer. In this work 
AFM-based single-molecule force 
spectroscopy and a polyprotein approach are 
used to study the indivdual mechanical 
unfolding pathways of an S-layer protein. We 
uncover complex unfolding pathways 
involving the consecutive unfolding of 
structural intermediates, where a mechanical 
stability of 87 pN is revealed. Interestingly, a 
change of the unfolding pathway is observed 
when individual S-layer proteins interact with 
secondary cell wall polymers, which is a direct 
signature of a conformational change induced 
by the ligand. Moreover the mechanical 
stability increases up to 110 pN. This work 
demonstrates that single-molecule force 
spectrosopy offers a powerful tool to detect 
subtle changes in the structure of an 
individual protein upon binding of a ligand 
and constitutes the first study of surface layer 
proteins at the single-molecule level.  
Crystalline bacterial cell surface layers, referred 
to as S-layers (1), have now been identified in 
hundreds of different species from nearly every 
taxonomical group of walled bacteria and 
represent an almost universal feature in archaea 
(2). S-layers, which are formed by a highly 
specific and robust self-assembly process of S-

layer proteins, constitute the simplest type of  
protein membrane developed during evolution. 
S-layer proteins self-assemble into 
monomolecular lattices with different 
symmetries ranging from p1 to p6 thereby 
exhibiting pores of identical size and 
morphology. As these crystalline layers represent 
the outermost barrier between the living cell and 
its environment, they are supposed to play a 
crucial role regarding stabilization and protection 
of the cell (3), which implies a certain resistance 
against physiologically relevant forces (4-6). The 
remarkable feature of S-layer proteins to self-
assemble also in vitro has arisen the interest of 
nanotechnologists to use them as a matrix for 
molecular construction kits following a bottom-
up approach (7). Although considerable 
knowledge has been accumulated on the 
genetics, the self-assembly behavior, the 
structure-function relationship, and the 
biochemical as well as biophysical properties of 
S-layer proteins (7-18), an overall tertiary 
structure of one native unmodified protein 
remains elusive. Classical experimental structure 
determination methods such as NMR and X-ray 
crystallography pose problems due to the size 
and two-dimensional crystallization behavior of 
S-layer proteins, as in solution they form 
crystalline monomolecular layers rather than 
isotropic three-dimensional crystals. The 
dissolved proteins immediatly interact in order to 
form small oligomers, which provide the 
nucleation seed for the formation of large layers 
(19). Recently, a structural model of an S-layer 
protein, namely the protein SbsB of Geobacillus 
stearothermophilus pV72/p2 (20) could be 
determined by means of molecular dynamcis 
simulations and small angle X-ray scattering 
(21,22). This S-layer protein is made up of 920 
amino acids, has a molecular weight of 98 kDa  
and forms two-dimensional layers exhibiting p1 
lattice symmetry. SbsB possesses three N-
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terminal S-layer homologous (SLH) domains 
(23), which are of !-helical character, and 
fibronectin type III as well as Ig-like domains, 
which are composed of "-sheets. The SLH 
domains are located at the N-terminus of the 
protein within the first 208 amino acids (24). 
This structural architecture is very common for 
proteins located on the surfaces of cells, which 
have been successfully investigated using AFM-
based single-molecule force spectroscopy (25-
27). The SLH domains enable the binding of 
non-classical secondary cell wall polymers 
(SCWPs) in order to anchor the individual 
proteins to the underlying cell wall (24,28-30). 
The SCWP of Geobacillus stearothermophilus 
pV72/p2 was shown to consist of 
substoichiometrically substituted tetrasaccharide 
repeats of the following structure: [[("-D-
GlcpNAc)~0.3]-4)-"-D-ManpNAc-(1-3)-"-D-
GlcpN(Ac)~0.3-[(S)-Pyr-4,6-!-D-ManpNAc]-(1-
6)-!-D-GlcpNAc-(1-]n (29). The specific binding 
between S-layer proteins and SCWPs has been 
intensively studied using molecular biological 
and biochemical methods, transmission electron 
microscopy, and surface plasmon resonance 
spectroscopy (28,31). However, the 
consequences of ligand binding regarding the 
conformation of individual S-layer proteins as 
well as the exact binding sites and mechanisms  
remained in the dark. The morphogenesis of an 
S-layer protein is a very complex process in 
which the amount of the protein component, its 
translocation through the cell wall, and its 
specific incorporation into the existing S-layer 
lattice have to be coordinated with the growth 
rate of the organism and the synthesis of other 
cell wall components. Kinetic studies have 
shown that to keep the surface of a bacterium 
with a generation time of 20 min completely 
covered with a closed protein lattice, 
approximately 500 protein subunits per second 
must be synthesized and incorporated into the 
lattice (32). In order to constantly provide such a 
high number of monomers, self-assembly-
disabled and highly mobile proteins are 
permanently stored in the peptidoglycan layer of 
the cell wall. The fact that after removing the 
cytoplasmic membrane, these premature S-layer 
proteins are capable to form an additional closed 
S-layer on the inner surface of the peptidoglycan 
layer, proves that the binding of SCWP 
somehow induces the large-scale self-assembly 

(33). The exact secretory pathway of individual 
S-layer proteins is not well understood yet, but 
the SCWPs, which account for 50% of the rigid 
cell wall, are supposed to be key players in 
guiding the proteins on their way to the cell 
surface and subsequently enabling a defined 
orientation of the lattice.  
AFM-based single-molecule force spectroscopy 
offers an opportunity to study the mechanical 
unfolding pathways of individual proteins 
thereby elucidating the mechanical stability and 
possible transition states (25,34-41). S-layer 
proteins perform their intrinsic function under 
constant mechanical stress due to the fact that 
they completely cover whole cells during all 
stages of the cell growth and cell division (3,42). 
In order to better understand the structure-
function relationship and the role SCWPs play 
during the transport of S-layer proteins to the cell 
surface, it is of great importance to study the 
mechanical unfolding of individual proteins 
under the influence of a pulling force. Single-
molecule force spectroscopy was already 
successfully used to investigate the influence of 
a ligand on the mechanical unfolding of various 
proteins. It was reported that due to ligand 
binding the mechanical stability of proteins often 
increases even when the binding event takes 
place at a position far from those regions that are 
critical for mechanical stability. However, the 
mechanical unfolding pathway remains the same 
(43-49). On the contrary, mechano-sensitive 
proteins show a conformational adaption to 
mechanical stress. Mechanical force can induce a 
conformation that is able to bind certain 
substrates, where it has been shown that this 
structure-function relationship plays an 
important role in vivo. (41,50-54).  
Here we report for the first time an apparent 
structural change of a protein upon ligand 
binding, where the ligand binds prior to any 
mechanically induced structural change or 
stretching of the protein. We conducted 
mechanical unfolding experiments at a constant 
velocity using polyproteins, where the S-layer 
protein is embedded within five I27 modules of 
titin (35,40,55,56). The mechanical unfolding 
pathway of the I27 module of the human muscle 
protein titin has been intensively investigated 
and serves as a mechanical fingerprint in our 
experiments. This approach permits the direct 
detection of unfolding events related to the 
mechanical unfolding of SbsB and serves as an 
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internal standard for our set-up. A schematic 
cartoon of the polyprotein approach is illustrated 
in Fig. 1A, where the calculated structural model 
of SbsB is shown (21,22). In order to address the 
question, of how and if the protein is influenced 
due to ligand binding, the identical experiments 
were performed under the presence of secondary 
cell wall polymers.  
 

Experimental Procedures 
 
Construction, expression and purification of the 
(I27)5-SbsB polyproteins – The polyprotein 
(I27)2-SbsB-(I27)3 was constructed by ligating 
the coding sequence of the S-layer protein SbsB 
from Geobacillus stearothermophilus pV72/p2 
into a modified pET3-vector. This vector 
contains five I27 domains, an N-terminal His-tag 
(HIS)6 for the purification of the expressed 
polyproteins and two C-terminal cysteine 
residues, which enable the binding of the 
polyproteins to a gold surface. PCRs and cloning 
were performed according to standard 
procedures (57) and Escherichia coli DH5! was 
used as cloning strain. The template DNA for 
PCR was chromosomal DNA of Geobacillus 
stearothermophilus pV72/p2. The gene encoding 
SbsB was amplified using the following primers: 
5’-ATCGgcgcgcAGCTTCACAGATGTTGCG-
3’ (forward primer) and 5’-
ATCGgcgcgcTTTTGTCACAGTCACATTGAC
-3’ (reverse primer). The PCR product and the 
modified pET3 vector were digested with BssHII 
(Invitrogen) and then ligated using T4 DNA 
ligase (Invitrogen) yielding the vector pSbsB-
I27. In the plasmid the coding sequence of the S-
layer protein SbsB is flanked by two and three 
coding sequences of I27 domains, respectively 
(Fig. 1A). Finally, the plasmid was transformed 
into Escherichia coli BL21 cells by 
electroporation. Protein expression was 
performed as described previously (58). The 
polyproteins were purified by Ni-His affinity 
chromatography using 1-mL HisTrapTM HP 
prepacked columns (GE Healthcare) and anion 
exchange chromatography using Uno Q-1 
columns (Bio-Rad), both under non-denaturating 
conditions. Finally the proteins were dialyzed 
against MilliQ water containing 1mM DTT 
yielding a protein concentration of 0.13 mg/mL. 
The purity of the protein was verified by SDS-
PAGE. 

Purification and modification of SCWP – The 
SCWP of Geobacillus stearothermophilus 
pV72/p2 was isolated and pyridyl disulfide-
activated as described previously (28,59).  
Single-molecule force spectroscopy – Force-
extension measurements were conducted using 
the JPK NanoWizard I atomic force microscope. 
To study the mechanical unfolding of the 
polyprotein, 20 !L of the protein solution (0.13 
mg/mL) were deposited on a freshly evaporated 
gold coverslide, incubated for 30 min and rinsed 
thoroughly with MilliQ water. For the 
investigation of the influence of the ligand, 20 
!L of SCWP solution (1mg/mL) were deposited 
on a freshly evaporated gold coverslide, 
incubated for 30 min and rinsed with MilliQ 
water. Subsequently 30 !L of the protein 
solution were added and incubated for 60 min. 
The measurements were performed using MSCT 
cantilevers (Bruker, AXS), which were 
individually calibrated using the equipartition 
theorem (60) resulting in a typical force constant 
of 16 pN/nm. Individual proteins were picked up 
from the surface by gently touching the 
coverslide with the AFM cantilever tip as to 
promote the nonspecific adhesion of the proteins 
to the cantilever and extended by retracting the 
cantilever with a constant pulling velocity of 400 
nm/s. The resulting force-extension traces were 
fitted to the worm like chain (WLC) model of 
polymer elasticity (61) using a Mathematica 
script. We used a constant persistence length of 
0.4 nm (40). 
 

RESULTS  
 

Stepwise mechanical unfolding of the S-layer 
protein SbsB. Fig. 2A,B show two typical force-
extension curves corresponding to the unfolding 
of  (I27)2-SbsB-(I27)3. We observe five 
consecutive unfolding events corresponding to 
the full extension of the five I27 domains at # 
200 pN with a contour length increment of # 28 
nm. The distribution of forces and increment in 
contour lengths  for the mechanical unfolding of 
I27 are shown in Fig. 2G,H, which is in good 
agreement with published values (55) and can, 
therefore, be exclusively related to the 
mechanical unfolding of I27. Prior to the 
unfolding events corresponding to the I27 
domains, a double peak is observed. This double 
peak at 86.8 ± 12.5 pN and 87.6 ± 10.8 pN 
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respectively, must be related to the unfolding of 
the S-layer protein SbsB (histograms are shown 
in Fig. 2D,F, n=90). The double peak 
corresponds to two consecutive unfolding 
intermediates in the structure of the protein, and 
once these intermediates are sequentially 
unfolded, the protein extends by 36.3 ± 5.2 nm 
(Fig. 2E, $L2). The contour length increment 
between the two intermediates equals 12.1 ± 4.9 
nm (Fig. 2C, $L1). Upon the application of force 
the protein extends by various amounts without 
exhibiting features of mechanical stability, where 
this extension varies from almost zero up to 50 
nm and is widely distributed. Based on the 
structural model of the S-layer protein (21), the 
complete unfolding of SbsB would lead to a 
contour length increase of # 330 nm, if the 
contour length per amino acid is taken to be 0.4 
nm (62) (889 amino acids % 0.4nm – 25.2 nm 
end-to-end distance (35)). The maximum 
observed total contour length increase is much 
less than 330 nm, which indicates that the S-
layer protein is not completely mechanically 
unfolded in the framework of the experiment. A 
lack of additional unfolding events following the 
peaks related to the unfolding of the five I27 
domains strongly supports this hypothesis. 
Apparently, only certain domains of the protein 
are unfolded, while the double peak marks the 
fingerprint of these unfolding events. Such 
phenomenon has been observed previously for 
the mechanical unfolding of polyQ chains (63), 
where no initial extension could be observed. 
The authors propose that the inextensibility of 
polyQ chains might occur due to the formation 
of compact and highly stable conformations that 
are mechanically resilient. Moreover, a 
connection between this ensemble of 
mechanically resilient conformations and the 
assembly process of polyQ chains is postulated. 
The lack of an initial extension of S-layer 
proteins might be similarily explained through 
the existence of compact and highly stable 
conformations of S-layer proteins that are 
inextensible in the framework of the experiment.   
Increase of the mechanical stability and an 
apparent conformational change of SbsB when 
bound to SCWP. In Fig. 1B the set-up for this 
experiment is schematically shown. SCWP is 
responsible for anchoring the monomers via the 
N-terminal SLH domains to the rigid cell wall. 
The exact amino acids comprising the three SLH 

domains of SbsB are not known yet, but the 
overall location at the N-terminal region could 
be revealed by various experimental methods 
(24,28) and is shown in a magnified view in Fig. 
1B. This interaction is specific for Geobacillus 
stearothermophilus pV72/p2 and ensures that the 
crystalline protein layer is constrained to the cell 
surface. Fig. 3A,B show two typical force-
extension traces corresponding to the unfolding 
of  (I27)2-SbsB-(I27)3 in the presence of SCWP 
molecules. Again, the five consecutive peaks 
resulting from the unfolding of five I27 domains 
can be detected. Prior to the unfolding events 
related to the I27 domains, we observe again a 
double peak as for the protein monomers. 
Interestingly, an additional unfolding event 
appears in the presence of the ligand, which is 
marked with a green star in Fig. 3A,B. This 
unfolding event takes place posterior to the 
double peak and marks an additional 
intermediate structure of SbsB, which has not 
been observed for the unbound monomers. The 
increase in contour length between the first and 
second peak of the double peak is slightly larger 
than for the protein without SCWP, $L1=17.3 ± 
4.2 nm (Fig. 3C, $L1). The contour length 
increment between the double peak and the 
consecutive new peak equals 44.9 ± 6.5 nm (Fig. 
3E, $L2) and the increase in contour length 
before the first I27 domain unfolds equals 32.8 ± 
7.2 nm (Fig. 3G, $L3). The force necessary to 
unfold the consecutive unfolding intermediates is 
about 110 pN for the two peaks of the double 
peak respectively and about 117 pN for the new 
peak and consequently of about 30% higher than 
for the unbound protein (Fig. 3D,F,H show the 
histograms for n=64). Hence, the binding of 
SbsB to its specific secondary cell wall polymer 
results in an increase in mechanical stability and 
to a change of the mechanical unfolding pathway 
revealed by an additional unfolding peak.  

 
DISCUSSION 

 
Our experiments at the single-molecule level 
demonstrate that the S-layer protein SbsB is not 
fully extensible under the presence of a pulling 
force. Apparently not the complete protein can 
be mechanically unfolded. A double-peak of 
about 87 pN serves as a mechanical fingerprint 
for the individual unfolding of certain domains 
of SbsB revealing a rather complex unfolding 
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pathway through distinct well-defined 
intermediates. The fact that only parts of the 
protein can be mechanically unfolded might be 
related to the formation of highly stable, compact 
and mechanically resilient conformations. The 
same phenomenon has been previously observed 
for the mechanical unfolding of polyQ chains 
(63). Nevertheless, the mechanical unfolding of 
SbsB results in a clear fingerprint related to at 
least two structurally closely located domains. 
Similar unfolding patterns have been reported for 
fibronectin type III modules (25), OspA (64), 
kinase domains (65), T4 lysozyme (66), and the 
maltose-binding protein (34). SbsB is expected 
to consist of fibronectin type III and Ig-like 
domains - structures of known mechanical 
stability - which allows for the assumption that 
the double peak originates from the unfolding of 
such domains in the protein. Thermally and 
chemically induced unfolding studies also 
indicated that SbsB is a multidomain protein 
exhibiting a complex unfolding behavior with a 
three-step unfolding having been observed (16). 
A contour length increase of about 12 nm 
indicates that the consecutive unfolding 
intermediates are closely located in the structure 
of the protein. Due to the lack of a pdb file for 
the atomistic structure of this S-layer protein, the 
transition states observed in the unfolding studies 
cannot be asigned to certain structural 
conformations. However, a mechanical stability 
of about 87 pN as well as the unfolding through 
distinct transition states allows for the hypothesis 
that SbsB is a multidomain protein consisting of 
domains exhibiting mechanical resistance. 
Comparable forces have been found for 
fibronectin (27,67) and tenascin (26), both 
extracellular matrix proteins, and again for a 
fibronection type III domain (25). Hence, a 
mechanical stability of about 87 pN proves that 
S-layer proteins are extensible under the 
presence of a pulling force. The constant 
maintainance of a coherent S-layer lattice is 
important for acting as a barrier and well-defined 
molecular sieve (3,68). The unfolding pattern of 
individual S-layer proteins indicate a certain 
extensibility of S-layers, which plays an 
important role for their function as highly 
dynamic closed surface crystals (42,69,70).  
S-layers are anchored to the cell wall through the  
binding of species-specific SCWPs, where the 
binding takes place at the N-terminal region of 
the protein involving three SLH domains (71). 

When individual proteins are mechanically 
unfolded in the presence of these ligands, an 
additional unfolding peak appears posterior to 
the double peak that was observed for the 
unbound proteins. Thus, we detect a change of 
the unfolding pathway upon ligand binding, 
which is a direct signature of a conformational 
change of the protein. Due to the lack of 
structural information of SbsB at an atomsitic 
level, we are not able to relate the additional 
transition state to a specific protein 
conformation. However, the altered pathway 
upon ligand binding demonstrates that such 
conformational changes can be sampled using 
single-molecule force spectroscopy. S-layer 
proteins apparently adopt a different structure 
when bound to their specific ligands. It has been 
recently found that S-layer proteins adopt 
different conformations as monomers and when 
part of self-assembled structures (8,72). 
Obviously, such a conformational change also 
takes place when S-layer proteins bind to 
SCWPs. Recent studies on the 
mechanoenzymatics of titin kinase showed that 
mechanical force is able to induce a catalytically 
competent conformation in order to bind 
substrates (50). An additional peak was observed 
caused by the interaction with the ligand (51). 
Similar studies on mechano-sensitive proteins 
demonstrate that due to the extension and 
stretching of a protein, active intermediate 
conformations become accessible for the binding 
of specific substrates (41,52,53,73,74). In our 
experiments S-layer proteins bind SCWPs prior 
to any mechanically induced unfolding event. 
Thus, the observed conformational change takes 
place due to the binding of the ligand rather than 
due to extending the protein.  
This finding allows for the hypothesis that S-
layer monomers can be conformationally 
modified through the binding of SCWPs, which 
gives new insights into the behavior of S-layer 
proteins in vivo.   
The morphogenesis of S-layers involves the 
translocation of monomers through the 
peptidoglycan-containing rigid cell wall matrix, 
the binding to SCWPs and the incorporation in 
the growing closed S-layer lattice in a defined 
orientation. The exact secretory pathway of S-
layer proteins is not well understood yet. 
However, the high molecular mass and the 
complex tertiary structure of S-layer proteins 
leads one to assume that monomers are 

95



Single-molecule force spectroscopy of S-layer proteins!

!

transported through the cell wall in a rather 
unfolded conformation. Moreover, it has been 
shown that the peptidoglycan layer contains a 
pool of mobile S-layer monomers, which do not 
self-assemble within the peptidoglycan matrix in 
an intact cell (33). One reason for the proteins 
not to start crystallizing into layers might be 
related to their intermediate conformation. Our 
results provide strong evidence that the binding 
of SCWPs might induce a fundamental 
conformational change of the individual proteins, 
which might constitute an important step on their 
way to the cell surface.  
Various single-molecule experiments have been 
conducted in order to investigate the influence of 
a bound ligand on the mechanical stability of 
different proteins (43-48). Independent of the 
binding site, it was observed that the mechanical 
stability of the protein increases in most of the 
cases, when the ligand is bound. Here we 
monitor the same phenomenon. The mechanical 
stability increases from about 87 pN up to about 
110 pN, which represents an increase of about 
30%. The additional unfolding event marks an 
even higher mechanical resistence of about 117 
pN. Therefore, individual S-layer proteins, when 
bound to the cell surface, can bear mechanical 
forces of more than 110 pN without unfolding. 
This value might be even higher when the 
proteins are self-assembled due to a further 
stabilization of the structure. This enhanced 
mechanical stability arises despite the fact that 
the cell wall polymers do not directly interact 
with the key region that is supposed to be 
important for mechanical stability. The SCWPs 
bind to the N-terminal region of the protein, 
which is mainly composed of !-helices (21). !-
helical structures are reported to unfold under the 
presence of much lower forces than observed in 
our experiments (34,75-77). Therefore, the 
mechanical stability is likely to arise due to "-

sheet structures, which are located closer to the 
C-terminal region, where the protein consists of 
Ig-like and fibronectin type III domains (21). 
Apparently a long-range coupling, as reported 
previously (45), can be also observed for S-layer 
proteins.  
Our experiments provide the first demonstration 
of a change of the mechanical unfolding pathway 
due to the binding of a specific ligand prior to a 
force-induced extension of the protein, which 
serves as a direct indication of a conformational 
change of the protein. Moreover the mechanical 
stability of an S-layer protein could be probed at 
the single-molecule level, where an increase in 
mechanical stability is observed when the 
individual proteins are bound to their ligands. 
The observed conformational change of an S-
layer protein together with experimental findings 
related to the behavior of S-layers within the 
peptidoglycan layer (33), provide a possible 
explanation of how the complex translocation of 
individual proteins through the cell wall might 
be controlled. S-layer monomers constitute an S-
layer protein pool „waiting“ in the peptidoglycan 
matrix for the upcoming insertion into the S-
layer on the surface of the growing and dividing 
cell. Due to the intermediate conformation of the 
individual proteins, they are not able to self-
assemble within the cell. The binding of SCWPs 
induces a conformational change enabling the 
interaction with other S-layer proteins, where 
this intermolecular interaction leads to a final 
conformational change yielding the native 
structure within an S-layer. Finally, our results 
clearly demonstrate the mechanical unfolding 
through distinct well-defined intermediates and a 
mechanical stability comparable with other 
extracellular proteins, which identifies S-layers 
as not completely extensible protein layers able 
to bear the mechanical stress that prokaryotic 
cells permanently experience in nature.  
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FIGURE LEGENDS 

 
Fig. 1. (A) Schematic representation of the polyprotein (I27)2-SbsB-(I27)3. The structural model of the 
S-layer protein SbsB as calculated by computer simulations (21) and small-angle X-ray scattering (22) 
is shown in cyan. The exact location of secondary structure elements is not known. The S-layer 
protein is flanked by five I27 modules of the muscle protein titin. (B) Schematic representation of the 
interaction between the N-terminal SLH domains (aa1-aa208) and a secondary cell wall polymer, 
where one repeating unit of the polymer is shown.  
 
Fig. 2. (A) (B) Typical force-extension traces for (I27)2-SbsB-(I27)3 showing five consecutive 
unfolding peaks for the five I27 domains (WLC fit in orange) and one double peak for the S-layer 
protein SbsB (WLC fit in blue and red respectively). (C) (D) (E) (F) Histograms of the contour lengths 
increments and unfolding forces of the double peak resulting from the unfolding of SbsB. The contour 
length increase between the first and the second peak of the double peak is $L1=12.1 ± 4.9 nm (C) and 
between the second peak of the double peak and the first I27 peak $L2= 36.3 ± 5.2 nm (E). The mean 
unfolding force of the first peak is 86.8 ± 12.5 pN (D) and 87.6 ± 10.8 pN (F) respectively (n = 90). 
(G) (H) Histograms of the contour length increase and the unfolding forces of the I27 domains. The 
mean contour length increment is 28.14 ± 2.2 nm and the mean unfolding force 197.89 ± 16.2 pN for 
n=400.  
 
Fig. 3. Mechanical unfolding of the S-layer protein SbsB when bound to its specific SCWP. (A) (B) 
Typical force-extension traces. The five consecutive peaks (WLC fit in orange) at about 200 pN 
correspond to the unfolding of the five I27 domains. The three peaks prior to the I27 peaks correspond 
to SbsB (blue, red and green WLC fit).  The additional peak that can be observed is marked with a 
green star. The contour length increase between the first and the second peak of the double peak is 
$L1=17.3 ± 4.2 nm (C), between the second peak of the double peak and the third peak $L2= 44.9 ± 
6.5 nm (E) and between the third peak and the first I27 peak $L3= 32.8 ± 7.2 nm (G). The unfolding 
forces are higher than for the unbound protein, namely F1=110.1 ± 9.1 pN (D), F2=109.9 ± 9.8 pN (F) 
and F3=117.4 ± 9.7 pN (H).   
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Figure 3 
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Molecular Modelling and Computer Simulations 

Over the past decades, a vast amount of studies addressed the three-dimensional 

(3D) structure determination of S-layer proteins, which led to a considerable 

knowledge about the distribution of amino acids on S-layer lattices, the structure-

function relationship, molecular mechanisms of the self-assembly process and even 

structural details of some S-layer species.80; 82; 83; 173; 174; 175; 176; 177 However, 

experimental structure determination techniques, e.g. NMR and X-ray crystallography 

pose problems due to the size and crystallization characteristics of S-layer proteins, 

as in solution they form crystallized monomolecular layers rather than isotropic three-

dimensional crystals. The dissolved proteins immediately interact in order to form 

small oligomers, which provide the nucleation seed for the formation of large 

layers.178 Additionally some S-layer proteins do not fold into their native tertiary 

structure as monomers in solution but rather condense into amorphous clusters in an 

extended conformation. Only when assembled into the lattice structure, they 

restructure into their native conformation. 173; 179 Thus, 3D reconstructions were 

limited to truncated or mutated forms of the proteins. The combination of molecular 

simulations and low resolution experimental techniques, e.g. small angle X-ray 

scattering (SAXS) and TEM offers an alternative to determine the atomistic structure 

of unmodified native S-layer proteins and self-assembled lattices. The folding of 
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small protein domains and of entire proteins can be monitored by reverse and 

steered molecular dynamics simulations. However, in order to facilitate the 

equilibration process, secondary structure elements taken from homologous protein 

models, have to be implemented first. The calculated 3D model of the entire protein 

can be consequently verified by a systematic exploration of the free energy, by a 

reverse Monte Carlo simulation based on scattering contrast data obtained by SAXS, 

or by three-dimensional density distribution data as calculated by TEM. Following this 

approach, the structural models of the S-layer proteins SbsB from G. 

stearothermophilus pV72/p2 (p1 lattice symmetry)81; 178 and of the unit cell of SbpA 

from Ly. sphaericus CCM 2177 (p4 lattice symmetry)179 could be calculated. 

Additionally, based on the model of the S-layer protein SbsB, the molecular 

mechanisms guiding the self-assembly into monomolecular sheets exhibiting a p1 

lattice symmetry could be analyzed using Monte Carlo simulations.180 The structure 

prediction of the S-layer protein SbsB is shown in Fig. 7. The protein is split into 

structurally meaningful domains based on homology searches, secondary structure 

and domain predictions. To obtain three-dimensional coordinates, a pre-modeling by 

fold recognition is performed. Molecular dynamics simulations were processed with 

each part and consequently the domains were joined and the whole structure was 

equilibrated in vacuum (Fig.7 A B C D). The resulting structure was analyzed by 

pulling parts of the protein along a chosen reaction coordinate and the protein was 

deformed to quantify the stability, which is expressed as the potential of mean force 

(Fig. 7F). The final structural model of SbsB is shown in detail in Fig.7 E. The 

structure could be verified and additionally refined by SAXS studies, where the 

monomeric structure and self-assemblies were investigated. The analysis is based 

on a fractal mean potential, which describes best the behavior of S-layers in 

solution.178  
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Fig. 7 (A) 3D models of the single domains of the S-layer protein SbsB created by 

fold recognition. Yellow arrows: beta-sheets, violet strands: alpha-helices, green line: 

turns, and red line: coils. Modelling method: (B) the individual domains were 

equilibrated in water spheres at 310K, (C) joined in vacuum, and (D) the final 

structure was obtained by molecular dynamics simulations. (E) Structural model of 

SbsB. The protein is L-shaped, where the L is formed by the C-terminal domains. 

The N-terminus contains the SLH domains and is mainly made up of alpha-helices. 

(F) Structural analysis of the monomer structure by a calculation of the global free 

energy. The protein was deformed along the reaction coordinate z. Mean force 

values F are indicated by open blue circles. The red full line gives the potential of 

mean force A, which has a clear minimum at z=0. Orange body gives the local 

density probability distribution p[z]. The model of the protein is given as an insert, the 

reaction coordinate is indicated, and the green and blue spheres indicate fixed 

regions. Figure modified after81 with friendly permission of the American Institute of 

Physics. 

 

The reconstruction of the 3D structure of an SbpA unit cell is based on a similar 

approach. An intermediate structural model was calculated by fold recognition and 

molecular dynamics simulations. The resulting 3D model of an SbpA tetramer is 

shown in Fig.8 A,B,C. In this case, three-dimensional density data facilitated the 

modeling process which were obtained by tilting studies and inverse Fourier 

transform using transmission electron microscopy. Regions of high and low electron 

density contrast were identified by SAXS studies (Fig.8 D), where those with high 
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contrast were classified as non-interacting and those with low contrast as interacting 

with the other monomers in the tetramer. The resulting 3D model of an SbpA 

tetramer is shown in Fig.8.  

                 

Fig. 8 Three-dimensional structure of the SbpA unit cell. Every monomer in the 

tetramer is illustrated in a different colour. The proteins are interlocked into each 

other. (A) Inner surface of the tetramer, which anchors the protein on the cell surface. 

The N-termini are represented by magnified beads and are accessible on the 

surface. (B) Side view of the unit cell. (C) Outer surface of the tetramer, which is 

exposed to the surroundings of the cell. The C-termini are also accessible and 

marked as magnified beads. (D) Scattering clusters (red beads) of one SbpA 

monomer as determined by SAXS and a Monte Carlo algorithm. The scattering 

clusters represent regions of high electron density contrast, where those domains in 

the protein, which do not show high contrast, are related to interacting or overlapping 

parts in the tetramer. 

 

The structural model of the S-layer protein SbsB in combination with Monte Carlo 

simulations was used to study the functional protein self-assembly into S-layers180. 
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Using a coarse-grained model, the specific interactions between two protein 

monomers in solution were investigated to determine the ground-state 

conformations, which lead to a p1 lattice symmetry. Consequently, the calculated 

energies of the interactions between two proteins were used to study the large-scale 

self-assembly by means of lattice Monte Carlo simulations as schematically shown in 

Fig. 9. Only very few and mainly hydrophobic amino acids, located on the surface of 

the monomer, are responsible for the formation of the highly anisotropic protein 

lattice, which is in excellent agreement with known experimental results.  

 
 
Fig. 9 Representation of the lattice Monte Carlo simulations of the large-scale self-

assembly of the S-layer protein SbsB. Energy values were taken from Monte Carlo 

simulations of the interaction of two monomers. Proteins are represented as cubes. 

(A) Initial configuration: cubes are randomly distributed in the simulation box. (B) 

Competitive growth study. Multiple sheets start to grow during initial period. 

Magnified view of the corresponding S-layer sheet using a coarse-grained model. 

Figure modified after180 with friendly permission of the American Institute of Physics. 

 
80. Pavkov, T., Egelseer, E. M., Tesarz, M., Svergun, D. I., Sleytr, U. B. & Keller, 

W. (2008). The structure and binding behavior of the bacterial cell surface 
layer protein SbsC. Structure 16, 1226-37. 

81. Horejs, C., Pum, D., Sleytr, U. B. & Tscheliessnig, R. (2008). Structure 
prediction of an S-layer protein by the mean force method. J Chem Phys 128, 
065106 (1-11). 

82. Kinns, H., Badelt-Lichtblau, H., Egelseer, E. M., Sleytr, U. B. & Howorka, S. 
(2010). Identifying assembly-inhibiting and assembly-tolerant sites in the SbsB 
S-layer protein from Geobacillus stearothermophilus. J Mol Biol 395, 742-53. 

83. Howorka, S., Sára, M., Wang, Y., Kuen, B., Sleytr, U. B., Lubitz, W. & Bayley, 
H. (2000). Surface-accessible residues in the monomeric and assembled 
forms of a bacterial surface layer protein. J Biol Chem 275, 37876-86. 

A                      B           

108



173. Chung, S., Shin, S. H., Bertozzi, C. R. & De Yoreo, J. J. (2010). Self-catalyzed 
growth of S layers via an amorphous-to-crystalline transition limited by folding 
kinetics. Proc Natl Acad Sci U S A 107, 16536-41. 

174. Fagan, R. P., Albesa-Jove, D., Qazi, O., Svergun, D. I., Brown, K. A. & 
Fairweather, N. F. (2009). Structural insights into the molecular organization of 
the S-layer from Clostridium difficile. Mol Microbiol 71, 1308-22. 

175. Norville, J. E., Kelly, D. F., Knight, T. F., Jr., Belcher, A. M. & Walz, T. (2007). 
7A projection map of the S-layer protein sbpA obtained with trehalose-
embedded monolayer crystals. J Struct Biol. 

176. Pavkov, T., Oberer, M., Egelseer, E. M., Sara, M., Sleytr, U. B. & Keller, W. 
(2003). Crystallization and preliminary structure determination of the C-
terminal truncated domain of the S-layer protein SbsC. Acta Crystallogr D Biol 
Crystallogr 59, 1466-8. 

177. Whitelam, S. (2010). Control of pathways and yields of protein crystallization 
through the interplay of nonspecific and specific attractions. Phys Rev Lett 
105, 088102. 

178. Horejs, C., Pum, D., Sleytr, U. B., Peterlik, H., Jungbauer, A. & Tscheliessnig, 
R. (2010). Surface layer protein characterization by small angle x-ray 
scattering and a fractal mean force concept: from protein structure to nanodisk 
assemblies. J Chem Phys 133, 175102. 

179. Horejs, C., Gollner, H., Pum, D., Sleytr, U. B., Peterlik, H., Jungbauer, A. & 
Tscheliesssnig. (2011). Atomistic structure of monomolecular surface layer 
self-assemblies: toward functionalized nanostructures. ACS Nano 5, 2288-
2297. 

180. Horejs, C., Mitra, M. K., Pum, D., Sleytr, U. B. & Muthukumar, M. (2011). 
Monte Carlo study of the molecular mechanisms of surface-layer self-
assembly. J Chem Phys 134, 125103-1. 

 

109



3 Summary and Conclusions

Molecular self-assembly - one of nature’s most fascinating strategies to organize matter

on a large-scale - can be only understood by studying the correlation between structural

details and resulting mesoscopic morphologies. Surface layers demonstrate a unique

model self-assembly system in order to understand the crucial structural features

leading to highly ordered two-dimensional protein crystals, where their function is only

released by the self-assembly process itself. Just as fascinating these proteins are, as

complex is the elucidation of structural details and molecular mechanisms due to their

intrinsic function itself. The self-assembly into two-dimensional structures as well as

the remarkable molecular weight complicate the application of conventional structure

determination methods and demands an alternative - probably unconventional - approach.

Computer simulations have entered the scientific world some decades ago and have

taken over many open questions that could not be solved by means of experimental

methods. Additionally, simulations opened up the way for looking at the details of

molecular processes with a resolution still much better than any experimental method has

achieved so far. Simulation techniques also highly contributed in studying fundamental

theoretical questions, especially regarding the nature of protein folding and protein-protein

interactions. However, the quality of computer simulations still depends on experimental

and theoretical input, where only a combination of both approaches can pave the way

for the determination of protein structures from the scratch and the investigation of the

molecular mechanisms that underlie protein-protein interactions.

In this work, such a combinational approach has been applied in order to illuminate the

three-dimensional structure of a surface layer protein and consequently, investigate the

self-assembly process into S-layers. Molecular dynamics simulations of protein folding,

small-angle X-ray scattering studies, high-resolution transmission electron microscopy,

AFM-based single-molecule force spectroscopy and finally, Monte Carlo simulations

together with a coarse-graining procedure were combined, where new theoretical concepts

were suggested in order to describe S-layer proteins in solution. This approach yielded

three-dimensional structural models of two different S-layer proteins, which could be

subsequently used in order to analyze the specific intra- and intermolecular interactions.

New insights could be gathered regarding the structural composition and architecture,

which helped to explain and better understand experimental findings regarding location,

type, and distribution of amino acids in the S-layer lattice. The kinetics and the

geometry could be described by an investigation of the small-angle X-ray scattering

patterns of S-layers in solution, where different structural conformations of monomers

and self-assemblies, respectively were revealed. A fractal geometry as well as a fractal

mean potential could be derived in order to describe the interactions between S-layer

proteins and self-assembled sheets in solution, where the immediate initiation of the self-

assembly process into small oligomeric structures could be also shown. Such a fractal
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approach, based on a mean potential assumption, might open up new avenues for the

analysis of critical systems in solution. AFM-based single-molecule force spectroscopy

measurements revealed the individual unfolding pathways of one single S-layer protein.

A complex unfolding behavior through distinct well-defined intermediates uncovering a

multi-domain structure could be observed with a high mechanical stability comparable

to other extracellular proteins. The same experimental technique was used in order

to study the interaction between an S-layer protein and its specific binding partner in

the cell wall - the secondary cell wall polymer. Interestingly, a change of the unfolding

pathway indicating an altered conformation of the protein when bound to the cell wall

polymer was detected. The observed conformational adaption gave new insights into the

complex translocation of S-layer proteins through the rigid cell wall, where apparently,

a restructuring or refolding process due to the binding of secondary cell wall polymers

on the one hand, and the interaction with neighboring S-layer proteins on the other

hand, guides the way of an S-layer protein from an intermediate monomeric state to

the incorporation into a self-assembled S-layer on the cell surface. Finally, Monte Carlo

simulations using a coarse-grained protein model and a modified statistical potential were

applied in order to investigate the large-scale self-assembly of S-layer proteins. Mainly

hydrophobic interactions and only few amino acids enable the specific interactions leading

to a defined lattice structure, where various experimental studies could be explained by

the simulated morphology of the S-layer sheet.

This work constitutes the first theoretical study of S-layer proteins by means of computer

simulations at an atomistic level and provides fundamental new insights regarding the

structural architecture and the specific interactions of S-layer proteins. Together with the

long research history, the results of this work constitute an important step on the way

to better understand surface layers, and more generally, the self-assembly strategies of

biomolecules and eventually, the successful implementation of computer simulations for

the study of large protein systems.
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crystalline bacterial cell surface layer protein SbsB and the secondary cell wall

polymer of Geobacillus stearothermophilus PV72 assessed by real-time surface

plasmon resonance biosensor technology. J. Bacteriol., 186:1758–1768, 2004.

115
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based single-molecule force spectroscopy. A protein construct - here an S-layer

protein embedded within five titin I27 domains is exemplarily shown - is stretched

through the adsorption of one terminus to the AFM tip and consequent pulling.

By exerting mechanical force the polyprotein is stochastically unfolded resulting

in force-extension curves as shown in (C). The mechanical unfolding of proteins

or protein domains at constant velocity causes a saw-tooth like force-extension

pattern revealing a wealth of information regarding the structure, mechanical

stability and unfolding pathways, where the number of peaks corresponds to the
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chain model has been applied.205 . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

11 (A) JPK Nano Wizard I set-up. This atomic force microscope was used for

all single-molecule force spectroscopy experiments presented in this work. (B)

Polyprotein (I27)2−SbsB− (I27)3 set-up: the S-layer protein SbsB is embedded

within five I27 domains of the human muscle protein titin. The enlarged view
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double peak and the third peak ∆L2 = 44.9±6.5 nm and between the third peak
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F3 = 117.4± 9.7 pN. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
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13 Atomistic and coarse-grained structure of the S-layer protein SbpA as obtained

by molecular dynamics simulations. The termini are marked in red. In the coarse-

grained model every amino acid is represented by a single bead, where consecutive

beads are linked by an harmonic potential. . . . . . . . . . . . . . . . . . . . . . 40

14 Reconstruction of the three-dimensional density distribution of one SbpA unit cell

calculated by inverse Fourier transform of single sections of SbpA self-assembly

products.265 A transmission electron microscope was used to obtain sections of the

unit cell by performing tilting measurements. In the top left corner, an electron

micrograph of one unit cell is shown. The density boundaries are systematically

increased (starting in the top left corner). A superposition of all sections results

in a three-dimensional unit cell. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

15 Three-dimensional structure of the SbpA unit cell. Every monomer in the

tetramer is illustrated in a different color. The proteins are interlocked into

each other. (A) Inner surface of the tetramer, which anchors the protein to

the cell surface. The N-termini are represented by magnified beads and are

accessible on the surface. (B) Side view of the unit cell. (C) Outer surface of

the tetramer, which is exposed to the surroundings of the cell. The C-termini

are also accessible and marked as beads. (D) Scattering clusters (red beads)

of one SbpA monomer as determined by SAXS and a Monte Carlo algorithm.

The scattering clusters represent regions of high electronic contrast, where those

domains in the protein, which do not show high electronic contrast, are related

to interacting or overlapping parts in the tetramer. . . . . . . . . . . . . . . . . . 42

16 Coarse-grained model of the S-layer protein SbsB. Each amino acid residue is

represented by a single bead of 0.65 nm diameter, which is located at the center

of mass. Negatively charged beads are colored in red and positively charged beads

are colored in blue. The protein is treated as a rigid body. . . . . . . . . . . . . . 43

17 Results of the Monte Carlo simulation of the interaction of two monomers. (A) (C)

Two stable dimer conformations could be identified, where they are interacting in

(A) y-direction and (C) x-direction, respectively. (B) (D) Corresponding dimer

conformations, where the proteins are represented by unit cubes to be used in the

lattice Monte Carlo simulation of the large-scale assembly process. Blue colored

faces represent the interaction directions. . . . . . . . . . . . . . . . . . . . . . . 45

18 Morphology of the self-assembled S-layer lattice as obtained by lattice Monte

Carlo simulations. (A) Lattice with p1 symmetry made up of 16 monomers,

represented by the coarse-grained model. The magnified view shows the details

of one pore. Hydrophilic residues are colored in blue, hydrophobic ones in red.

(B) Cross section of the lattice. The outer surface is composed of the C-terminal

region (blue), the inner surface of the N-terminal region (red). . . . . . . . . . . . 46
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List of Abbreviations

ABF adaptive biasing force

AFM atomic force microscope

CD circular dichroism

Ig immunglobulin like

kDa kilo Daltons

keV kilo electron Volt

MF mean force

NMR nuclear magnetic resonance

PMF potential of mean force

pN pico Newtons

S-layer surface layer

SANS small-angle neutron scattering

SAXS small-angle X-ray scattering

SCWP secondary cell wall polymer

SLH S-layer homologous

UV ultra violet

WLC worm like chain
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List of Symbols and Physical Constants

L Lagrange function

∇ Nabla operator

H Hamiltonian

F Fourier transform

λ Lagrangian multiplier

J Jacobian determinant

Ylm spherical harmonics

jl spherical Bessel functions

G Green’s function

Kυ Bessel functions of the second kind

Jυ Bessel functions of the first kind

δ Delta function

Θ Heaviside function

Γ Gamma function

Lc contour length

Mij Miyazawa-Jernigan statistical potential

κ Debye length

`B Bjerrum length

k, kB = 1.3806504(24)× 10−23JK−1 Boltzmann constant

h = 6.62606896(33)× 10−34Js Planck constant
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